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Abstract. In this paper, MAXCS – a Multi-Agent system that learns using XCS – is used for social modelling on the “El Farol” Bar problem. A cooperative reward distribution technique is used and compared with the original “selfish” “El Farol” Bar problem distribution technique. When using selfish reward distribution a vacillating agent emerges which, although obtaining no reward itself, enables all the other agents to benefit in the best way possible from the system.

Experiments with 10 agents and different parameter settings for the problem show that MAXCS is always able to solve it. Furthermore, emergent behaviour can be observed by analysing the actions of the agents and explained by analysing the rules utilised by the agents. The use of a learning classifier system has been essential for the detailed analysis of each agent’s decision, as well as for the detection of the emergent behaviour in the system. The results are divided into three categories: those obtained using cooperative reward, those obtained using selfish reward and those which show emergent behaviour.
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1 Introduction

In this paper, MAXCS – a Multi-Agent system (MAS) [16][31] that learns using XCS [39] – is used for social modelling on the “El Farol” Bar problem [3].

A Multi-agent System is a set of individual entities that can partially perceive their environment and interact autonomously with it. The agents learn from the rewards obtained from the environment. The resources and skills available to each agent, its perception and representation of the environment and, in some cases, communication with other agents, direct the behaviour of the agent toward satisfying its objectives either individually or in association with others. Multi-agent simulation is based on the idea of a computerised representation of entities’ behaviour in the world. This computerised representation gives the possibility of representing a phenomenon, which emerges from the interactions of a set of agents with their own operational autonomy [15]. The operational autonomy, in this particular case of study, is provided by a learning classifier system: XCS. The agents base their decisions on evolving rule sets, which are improved against the performance of the agent on the desired problem.

Experiments with 10 agents and different parameters settings for the problem show that MAXCS is always able to solve it. Furthermore, emergent behaviour1 can be observed by analysing the actions of the agents and explained by analysing the rules utilised by the agents. The use of a learning classifier system has been essential for the detailed analysis of each agent’s decision, as well as for the detection of the emergent behaviour in the system.

1 Emergent behaviour is considered as any computation that achieves predictable global effects, formally or stochastically, by communicating directly with only a bounded number of neighbours and without the use of global visibility[17].
The “El Farol” Bar problem is explained in the following section. There is then a brief description of XCS. After that, the use of XCS as the learning engine for the Multi-agent system MAXCS is explained and the results are presented and discussed. The results are divided into three categories: those obtained using cooperative reward, those obtained using selfish reward and those which show emergent behaviour.

2 The “El Farol” Bar Problem

A good benchmark for multi-agent systems is the “El Farol” Bar problem invented by B. Arthur. The problem is based on a bar in Santa Fe which offers entertainment each week. The place is small and uncomfortable if overcrowded but boring if not full.

A comfort threshold \( A_{ct} \) is defined then, as the number of people which makes the place an enjoyable one. The original problem assumes 100 agents and 60 seats in the bar. The agents have to decide, based on their strategies, whether or not to go to the bar each week.

The agents are rewarded in two different ways: if the agent decides to go to the bar and the comfort threshold is not exceeded then the agent is rewarded, if the agent decides to stay at home and the threshold is exceeded then it gets rewarded, otherwise they are not rewarded.

In other words, if they make the correct choice they are rewarded.

Each agent takes one of a number of fixed strategies to predict the number of agents who will go, based on past data, e.g. the same as two weeks ago, the average of the last 3 weeks, etc. Each week, each agent evaluates its strategies against past data and chooses the strategy with the best predictor. The predictor is updated according to its reliability. The agent predicts the number of agents that will attend the bar and then decides to go if this prediction is below the value of \( A_{ct} \).

After the “El Farol” Bar problem was stated, many approaches have followed – most of them used for economics - due to its formalisation, as an evolutionary game: the Minority Game [11][10][12]. The Minority Game (MG) is an abstraction, it considers \( A_{ct} = 0.5 \) and the agents are rewarded if they are on the side with less agents. The agents base their decisions in rules that state whether it was good to attend (1), or to stay at home (0). After several rounds, the fittest agent is cloned and its rules mutated to replace the worst performing agent in the system.

There have also been some MAS approaches but, unfortunately, little can be taken from them, since they over-simplify the problem by allowing the agents to choose a particular night out of seven to go to the bar [30][42]. The most interesting approach used genetic programming [25] to solve the problem by letting 16 agents communicate with each other [14].

2.1 Why is this problem difficult to learn?

The “El Farol” Bar problem can be considered a coordinated collaboration task which the agents have insufficient resources and skills to achieve. Coordinated collaboration is the most complex of cooperation situations, since it combines task allocation problems with aspects of coordination shaped by limited resources. It is a very hard problem to learn, since the agents are not endowed with any notion of their previous actions – they must base their current action on the overall statistics of attendance at the bar in previous weeks. All of them have access to the same information, therefore this problem goes beyond deductive rationality.

The agents can “think” that “if the attendance was 80 last week and 40 the previous week then it’s good to go this week”; if all the agents think this they will overcrowd the bar. This is the reason that the problem is called a bounded rationality problem; rationality takes the agents some way but not far enough to solve the problem.

“El Farol” bar problem is a single-step problem, because the answers of the agents are taken, the attendance is computed and the reward is distributed immediately.

In the case of the minority game, the abstraction is extreme, since the agents cannot see the attendance figure, but can only see whether it was good (1) or not good (0) to go to the bar in previous weeks. The abstraction level has been kept for this research.
2.2 Reward distribution schemes

In this paper two reward distribution schemes are used. The traditional “El Farol” Bar reward, called from now on the selfish reward scheme, and a cooperative reward scheme. The cooperative reward scheme was introduced in [20]: if the bar is over-crowded none of the agents are rewarded, otherwise every agent is rewarded with a scalar value proportional to the attendance with a maximum of 1000.

3 Extended Classifier System

The extended classifier system (XCS) is a Michigan style learning classifier system (LCS) [22][18], invented by Wilson in 1995 [30]. XCS has a simple architecture for the study of LCSs. The knowledge in XCS is encoded in rules called classifiers. The rules are generally formed by a condition and an action part, represented as condition→action. The rule syntax is very simple, representing very fine-grained knowledge. This simple representation allows the LCS to use the evolutionary algorithm for rule discovery. Each rule has a performance indicator (fitness) associated. The fitness is used for conflict resolution by the LCS when many rules are active. The reinforcement mechanism updates the fitness value generating a competitive scheme. This scheme ensures that good rules survive and bad rules die off when applying the genetic algorithm, improving the population performance.

The rule representation depends on the problem being solved: ternary (most common) {0,1, #} (the # is known as the don’t care symbol), integers, integer intervals [37], real intervals, fuzzy rules [5][1][6] and even S-expressions [2](LISP expressions which may resemble genetic programming[25]).

XCS incorporates accuracy based fitness, considered to be a breakthrough in the LCS field. XCS learns to maximise the reward obtained from the environment, this reward is what drives the search and the self-improvement of the system.

One of the innovations in XCS is that each classifier has three parameters to measure its fitness:

- Prediction ($p$): Is the value for the reward expected if this rule was selected
- Prediction error ($\epsilon$): Estimates the error of the prediction
- Fitness ($F$): Evaluates the quality of the prediction, based on the error

Each of these three parameters is updated every time that the reward is obtained by the system. A Q-learning like algorithm [13] [35] is used for the update (see Table 1 for the formulae).

XCS also adds a concept called macro-classifiers. A macro-classifier is the fusion of identical classifiers into a single one. This is done for practical reasons, instead of having $n$ classifiers that are the same, there will be only one with numerosity $n$.

3.1 XCS functionality

XCS (see Fig.1) perceives the environment through its sensors and encodes this into an environmental message. The classifiers in the rule base that satisfy the environmental message form the match set [M]. If there are no classifiers that match the environmental message, a new one is generated using covering.

The classifiers that have the action with the best prediction in [M] form the action set [A], when exploiting. If XCS is exploring, the action is chosen randomly.

XCS selects the action [41] by computing $\sum_{p_j} p_j$ for all the classifiers in the match set, where $j$ are the classifiers with the same action, this is done for each different action in [M].

Then, the selected action is put into the effectors and posted to the environment.

The environment evaluates the action and, in the case of a single-step problem, gives the reward to XCS. As explained before, XCS uses a Q-learning-like algorithm [33] to update the $p$, $\epsilon$ and $F$ values for all the classifiers in [A] in the case of single-step problems and [A]_{t-1} in the case of multiple-step problems. $[A]_t$ is the action set at the previous time step.

The reinforcement mechanism updates are calculated as shown in Table 1 for each classifier $j$ in [A], first $p_j$ and $\epsilon_j$ are updated; then the accuracy ($\kappa$) for each classifier is computed. A relative accuracy ($\kappa_j$) is calculated for each classifier, and finally the fitness is updated.

\footnote{There is a LCS that does not use a performance indicator, based on Holland’s ECHO systems [7], questioning whether there should be a performance indicator or not}
Learning Classifier System

Rule Base

Match set (M)
Action Selection
Action

Environment

Prediction update $p_j \leftarrow p_j + \beta(R - p_j')$

Prediction error update $\epsilon_j \leftarrow \epsilon_j' + \beta(|R - p_j| - \epsilon_j')$

Accuracy $\kappa_j = \exp(\ln(\alpha) \frac{2^{1-\epsilon_j}}{\epsilon_j})$

$\kappa_j = \alpha \left(\frac{2^{1-\epsilon_j}}{\epsilon_j}\right)^{-n}$ if $\epsilon_j > \epsilon_0$;

$\kappa_j = 1.0$ otherwise

Relative accuracy $k_j' = \frac{\sum_{j} k_j}{\sum_{j} \kappa_j}$

Fitness $F_j' \leftarrow F_j' + \beta(k_j' - F_j')$

Table 1. XCS Formulæ for classifier update used by the Q-learning like algorithm; where $p_j', \epsilon_j', F_j'$ are the current values and $F_j, \epsilon_j, p_j$ are the new values.

Therefore the fitness is based on how accurate the prediction of the reward is. After the updates are done, a new environmental message is encoded and the process continues.

3.2 Discovery mechanisms

There are two discovery mechanisms in XCS, one, the genetic algorithm (GA), is evolutionary and the other, covering, is not.

Covering happens when there are no classifiers in the rule base that match the environmental message, a new classifier is created: the condition is produced by taking the environmental message and performing a mutation to introduce don’t care (#) symbols and the action is generated randomly (a similar mechanism is used in [29]). A new effector covering operator has been introduced, it inserts a new classifier for every possible action that is not covered by the classifiers in the match set.

The GA is applied only in [A] [8], instead of the whole population, so it imposes a selection pressure as well as a niching technique [19] [23]. Each classifier records when was the last time that the GA was applied, and if the average of this value in the classifiers in [A] is greater than $\theta_{G,A}$, then the GA is applied.

The GA selects 2 classifiers (parents) using a roulette wheel algorithm based on the fitness. The parents are cloned producing children. The children are recombined, with a $\chi$ probability using a two-point crossover. Then, mutation takes place with a $\mu$ probability. In case there is only one classifier in [A], cloning and mutation takes place. The children are inserted in the
population. If the maximum population size is reached, some classifiers are deleted based on their fitness (see [24] for deletion techniques).
Experiments have shown that XCS evolves accurate, complete, and minimal representations for Boolean functions [24]. The GA provides accurate generalisation and helped by a deletion technique, its application will get rid of the overgeneral classifiers \(^3\) [39] [40] [24] [27].
XCS has been tried in several test problems: the multiplexer[18], "woods" environments [38], some mazes [26], the monk’s problems [32] and lately it has been used for data mining as a real world problem [37], though more research has to be done in complex environments. Markovian and non-Markovian test problems have been tried and XCS has proved to be quite effective, though it is very vulnerable to environments where just a partial number of states can be observed [26].

4 MAXCS: A multi-agent system that learns using XCS

The idea of representing an agent as a LCS [28][9][43] – such as XCS – is based on the following reasoning: if the characteristics of an agent and XCS are put together, XCS covers the features needed by an agent[16].

<table>
<thead>
<tr>
<th>XCS</th>
<th>Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detectors</td>
<td>Perception of the environment</td>
</tr>
<tr>
<td>Classifier database</td>
<td>Partial representation of the environment</td>
</tr>
<tr>
<td>Accuracy measure</td>
<td>Skill (to evaluate its own performance)</td>
</tr>
<tr>
<td>Reinforcement component</td>
<td>Behaviour toward satisfying its objectives</td>
</tr>
<tr>
<td>Environmental interaction</td>
<td>Autonomy, not directed by commands</td>
</tr>
<tr>
<td>Action posting</td>
<td>Capacity to alter its environment</td>
</tr>
</tbody>
</table>

**Table 2.** Comparison of the agent and XCS characteristics

Each agent in the system is represented as an XCS (see Figure 2).
By this analysis it can be seen that the classifier system engine brings a category where a cognitive and a reactive agent types [21] are interlaced and complementary: XCS gives a reliable internal representation (encoded individually in each classifier) and an inference mechanism (GA and covering) – complying with the cognitive agent definition. It can memorise the situations in a very simple way. Using the accuracy measure XCS can foresee the

---

\(^3\) An overgeneral classifier is a classifier which has many \# symbols and it will interact in too many action sets, but is not accurate.
possible reaction (taken as the reward from the environment) to its actions, therefore it can decide which action to take, and why.
On the other hand, the classifier system can be seen also as a reactive agent. XCS shows a specific behaviour depending on the environmental state sensed, selecting the rules and triggering an action.
XCS evolves readable sets of rules which help in understanding how the system is adapting to a specific problem or to a variable environment [6] [36] [28].

5 Experiments

Ten agents have been used for all the experiments. This number of agents eases the task of keeping track of both the populations and the decisions taken by each agent. To simplify the control of the system as a whole, all the agents explore or exploit all together.
For the experiments reported here, each XCS can only see whether it was good (1) or not (0) to attend the bar the previous 5 weeks (M=5). The system can only see the correct answer for each of those weeks, i.e. a 0 if the bar was overcrowded and a 1 if it was good to attend.
The rule conditions represent what was good to do last week with the most significant bit (leftmost) and what was good to do 5 weeks ago with the least significant bit (rightmost).
The maximum population size for all the agents is 64 classifiers. This value is set to allow the system to keep all the possible states visible for both actions in the extreme case that no generalisation would happen at all.
The system has been extensively tested using both reward schemes – selfish and cooperative (see subsection 2.2) – with the whole range of possible comfort thresholds for 10 agents (A_cm=0, A_cm=0.1, A_cm=0.2, A_cm=0.3, A_cm=0.4, A_cm=0.5, A_cm=0.6, A_cm=0.7, A_cm=0.8, A_cm=0.9, A_cm=1).
The following parameters have been used for all the experiments: # probability = 0.333, explore/exploit rate = 0.5, crossover rate(\(\chi\))= 0.8, mutation rate(\(\mu\)) = 0.02, \(\theta_{GA} = 25\), minimum error(\(e_{m}\))=0.01 and learning rate (\(\beta\))=0.2.
Subsumption deletion was tried in the beginning, but it yielded populations with just a general classifier. The subsumption deletion is not used for the results here reported, since it has proved to deprive the system of rule diversity [4].
The effector covering is enabled: when a match set is formed and all the possible actions are not present, a new classifier is inserted to cover the action missing.
Unlike the minority game, all the agents are preserved throughout the experiment, no elimination nor reproduction of agents happens in the experiments here reported. Furthermore, the agents do not have predefined strategies, but they choose and evolve their own, according to their needs.

Fig. 3. The Minority Game reward function for \(A_{cm}=0.6\)
\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{reward_function.pdf}
\caption{The “peak” reward function for $A_{rm}=0.6$}
\end{figure}

The original minority game reward function $R = -a_i \cdot (\sum a_i - A_0)$ e.g. $A_0 = 20$ for $A_{rm}=0.6$, $A_0 = 0$ for $A_{rm}=0.5$; $a_i$ is the action of classifier $i$ (actions are considered $-1$ instead of $1,0$ for this function), plotted in Fig. 3. This function based on the attendance rate has been found misleading for MAXCS, producing random behaviour. This might be explained because the MG function does not give any reward to the system when the attendance equals $A_{rm}$. Then, based on the assumption that a LCS works similarly to a neural network (NN) [34], a different reward function has been used. The new reward function, referred as “peak function” from now on, was inspired by the NN back-propagation error update function: $R = (\varepsilon(\text{attendance} - A_{rm})^2 + 1000)^{-1}$; plotting this function (see Fig. 4) it can be seen that it has only one maximum, corresponding to the comfort threshold. The peak function lets the system converge faster when it approaches the desired $A_{rm}$ value. The function has been biased intentionally and if the attendance is very low or very high the system will get no reward. This bias resembles the original “El Farol” Bar problem, in the sense that it will keep the attendance to an enjoyable level [3].

\section{Results and discussion}

Each set of results is presented as a single run of 5000 time steps. The graphics are not plotted as lines, since the values are scattered, discontinuous. Each figure presented shows results for one run and the scattered points represent the attendance as a percentage of the total number of agents.

It has been found that the behaviour of the agents is very extreme when the $A_{rm}$ values are close to 0 and 1. Due to the threshold value, they either go or do not go. A more interesting behaviour of the population as a whole can be observed for the thresholds in the central interval ($A_{rm}=[0.3,0.7]$).

All the possible $A_{rm}$ values were tested in 10 different experiments for each type of reward. MAXCS solved all the problems correctly. After analysing all the results, those obtained for the $A_{rm}=0.0, 0.3, 0.6, 1.0$ values have been chosen. The behaviour observed for these $A_{rm}$ values are representative of the system’s performance.

The populations of the agents at week 2000 for these experiments, reflect interesting rules, which can explain the smooth behaviour of the system.

For better comprehension the results have been divided in three: 1) those using cooperative reward, 2) those using selfish reward and 3) the emergence of vacillating “altruistic” behaviour in one of the agents in the system using selfish reward.

In order to analyse what happens once the agents have explored and exploited their rules for 2500 time steps, the exploration and the GA was switched off. The $A_{rm}=0.0, 0.3, 0.6, 1.0$ values were tested in 10 different experiments for each type of reward.

The results are displayed throughout Figs. 5 - 12, the right graphic is filtered from the left one, to show only the exploitation trials. The GA and exploration are switched off at step 2500, after that the rules that the agents have learnt are tested.
Tables show the sum of the individual attendance every 100 exploitation trials, that is, each row corresponds to 100 exploitation trials per XCS. The individual answer for each agent (Tables 4,7) can be matched with the environmental state (Tables 3,6) that each agent perceives at a certain time step.

6.1 Cooperative reward

The results show that the optimal percentage of the population $A_{cm}$ learns to go and the rest refrain from attending, in the case of the cooperative reward.
It can be seen from the figures 5-8, when the cooperative reward is used, the system performs an exploitation trial, the performance converges very fast. Random behaviour can be observed when all the trials are taken, i.e. the left side graphics. The reason for this behaviour is that the system is exploring, i.e. all the agents are taking random decisions at the same time.

For all the experiments certain agents go more than others. It has been observed after the experiments with $A_{cm}=0.0, 0.3, 0.6$ and $1.0$ using the cooperative reward scheme, that some agents tend to go more than others (see Table 5). There are agents which definitely do not attend the bar.
MAXCS adapts properly for all the values of $A_{cm}$ tested. Certain $A_{cm}$ values are difficult for the system to learn. It takes longer for the system, to adapt to $A_{cm}=[0.3, 0.7]$ values, though. Looking at Fig. 6, after 1000 weeks, the system has almost converged to the desired $A_{cm}=0.3$. Surprisingly $A_{cm}=0.6$ and $A_{cm}=0.5$ have been particularly hard for MAXCS to learn.

One would expect that $A_{cm}=0.3$ would be harder to learn than $A_{cm}=0.6$, since the threshold allows less agents to attend for the former and more for the latter value. As it can be seen from Figs. 6 and 7 when MAXCS exploits, it adapts faster for $A_{cm}=0.3$ than $A_{cm}=0.6$.

The analysis of the results for $A_{cm}=0.3$ have been chosen, based on the performance of the system for both reward schemes. The system showed, for this specific value very interesting behaviour using the selfish reward. The results obtained using the cooperative reward are shown to establish a comparison.

For $A_{cm}>0.5$ the system shows a more static behaviour, only the percentage that satisfies $A_{cm}$ attends the bar and the rest stay at home. This can be explained by analysing the reward function. The reward function for any $A_{cm}$ value, the cooperative reward will give to all the agents: $818$ for attendance $A_{cm}=0.1$, $1000$ for attendance $A_{cm}=0.2$ and $0$ otherwise. That is, all the agents are rewarded only when the attendance equals $A_{cm}$ or $A_{cm}-0.1$.

The peak function and the cooperative reward stimulate convergence toward static behaviour. Let us suppose that the exact percentage of the population attends the bar several times, during the exploration trials. Then, the classifiers of all the agents, responsible for that behaviour, will receive 1000 and after that, all the agents will tend to follow those classifiers most of the time. This can be seen in Table 3: the correct answer for the previous weeks (in the column “State”) is always 1. Co-relating the rows in Table 4 for these states, it can be seen that it is only agents 1, 4 and 5 that are going to the bar every week. This phenomenon is even more clear in Table 5, where the sum of the attendance is always 100 for these three agents. At row 12, when exploration is turned off, it is clear that there are only 3 agents going and the rest stay at home. It is always only the exact number of agents that attend the bar for every experiment, though the agents are different for experiment 1 the agents that go are 1, 4 and 5; for experiment 2 the agents that go are 3, 8 and 9, etc. This is due to the independent learning. The system converges very fast when exploiting, as it can be observed in the right graphic of Fig. 6, after step 1000 the system has reached optimum performance, being the last time the bar is overcrowded at step 700.

From a population extract(not shown due to space reasons), agents seem to pay attention to what happened 3 weeks ago. Most of the agents have a rule with the #111## or #000## condition, this means that the agents are learning to go every third week. Another point to note is that two rules with condition #1111# (one for each action) appear in all the populations, despite having high numerosity, they don’t take over the population in the end. One of the fully general classifiers –depending on what the agent is doing– has a higher prediction and fitness. Evaluating the states and the action that XCS would choose confirm that these very general rules, by their numerosity and fitness balance the agent’s decision, but they do not guide it: the more specific rules balance the system.
<table>
<thead>
<tr>
<th>Step</th>
<th>Agent 1</th>
<th>Agent 2</th>
<th>Agent 3</th>
<th>Agent 4</th>
<th>Agent 5</th>
<th>Agent 6</th>
<th>Agent 7</th>
<th>Agent 8</th>
<th>Agent 9</th>
<th>Agent 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>20</td>
<td>22</td>
<td>21</td>
<td>23</td>
<td>28</td>
<td>27</td>
<td>29</td>
<td>31</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
<td>40</td>
<td>41</td>
<td>42</td>
<td>43</td>
<td>44</td>
</tr>
<tr>
<td>4</td>
<td>45</td>
<td>46</td>
<td>47</td>
<td>48</td>
<td>49</td>
<td>50</td>
<td>51</td>
<td>52</td>
<td>53</td>
<td>54</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>56</td>
<td>57</td>
<td>58</td>
<td>59</td>
<td>60</td>
<td>61</td>
<td>62</td>
<td>63</td>
<td>64</td>
</tr>
<tr>
<td>6</td>
<td>65</td>
<td>66</td>
<td>67</td>
<td>68</td>
<td>69</td>
<td>70</td>
<td>71</td>
<td>72</td>
<td>73</td>
<td>74</td>
</tr>
<tr>
<td>7</td>
<td>75</td>
<td>76</td>
<td>77</td>
<td>78</td>
<td>79</td>
<td>80</td>
<td>81</td>
<td>82</td>
<td>83</td>
<td>84</td>
</tr>
<tr>
<td>8</td>
<td>85</td>
<td>86</td>
<td>87</td>
<td>88</td>
<td>89</td>
<td>90</td>
<td>91</td>
<td>92</td>
<td>93</td>
<td>94</td>
</tr>
<tr>
<td>9</td>
<td>95</td>
<td>96</td>
<td>97</td>
<td>98</td>
<td>99</td>
<td>100</td>
<td>101</td>
<td>102</td>
<td>103</td>
<td>104</td>
</tr>
</tbody>
</table>

Table 3. Attendance and state from step 4700 to step 4750 cooperative reward and $\Delta_{CM}=0.3$

<table>
<thead>
<tr>
<th>Step</th>
<th>Agent 1</th>
<th>Agent 2</th>
<th>Agent 3</th>
<th>Agent 4</th>
<th>Agent 5</th>
<th>Agent 6</th>
<th>Agent 7</th>
<th>Agent 8</th>
<th>Agent 9</th>
<th>Agent 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>20</td>
<td>22</td>
<td>21</td>
<td>23</td>
<td>28</td>
<td>27</td>
<td>29</td>
<td>31</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
<td>40</td>
<td>41</td>
<td>42</td>
<td>43</td>
<td>44</td>
</tr>
<tr>
<td>4</td>
<td>45</td>
<td>46</td>
<td>47</td>
<td>48</td>
<td>49</td>
<td>50</td>
<td>51</td>
<td>52</td>
<td>53</td>
<td>54</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>56</td>
<td>57</td>
<td>58</td>
<td>59</td>
<td>60</td>
<td>61</td>
<td>62</td>
<td>63</td>
<td>64</td>
</tr>
<tr>
<td>6</td>
<td>65</td>
<td>66</td>
<td>67</td>
<td>68</td>
<td>69</td>
<td>70</td>
<td>71</td>
<td>72</td>
<td>73</td>
<td>74</td>
</tr>
<tr>
<td>7</td>
<td>75</td>
<td>76</td>
<td>77</td>
<td>78</td>
<td>79</td>
<td>80</td>
<td>81</td>
<td>82</td>
<td>83</td>
<td>84</td>
</tr>
<tr>
<td>8</td>
<td>85</td>
<td>86</td>
<td>87</td>
<td>88</td>
<td>89</td>
<td>90</td>
<td>91</td>
<td>92</td>
<td>93</td>
<td>94</td>
</tr>
<tr>
<td>9</td>
<td>95</td>
<td>96</td>
<td>97</td>
<td>98</td>
<td>99</td>
<td>100</td>
<td>101</td>
<td>102</td>
<td>103</td>
<td>104</td>
</tr>
<tr>
<td>10</td>
<td>105</td>
<td>106</td>
<td>107</td>
<td>108</td>
<td>109</td>
<td>110</td>
<td>111</td>
<td>112</td>
<td>113</td>
<td>114</td>
</tr>
</tbody>
</table>

Table 4. Agent's individual decisions from step 4700 to step 4750 cooperative reward and $\Delta_{CM}=0.3$

<table>
<thead>
<tr>
<th>Step</th>
<th>Agent 1</th>
<th>Agent 2</th>
<th>Agent 3</th>
<th>Agent 4</th>
<th>Agent 5</th>
<th>Agent 6</th>
<th>Agent 7</th>
<th>Agent 8</th>
<th>Agent 9</th>
<th>Agent 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>20</td>
<td>22</td>
<td>21</td>
<td>23</td>
<td>28</td>
<td>27</td>
<td>29</td>
<td>31</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
<td>40</td>
<td>41</td>
<td>42</td>
<td>43</td>
<td>44</td>
</tr>
<tr>
<td>4</td>
<td>45</td>
<td>46</td>
<td>47</td>
<td>48</td>
<td>49</td>
<td>50</td>
<td>51</td>
<td>52</td>
<td>53</td>
<td>54</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>56</td>
<td>57</td>
<td>58</td>
<td>59</td>
<td>60</td>
<td>61</td>
<td>62</td>
<td>63</td>
<td>64</td>
</tr>
<tr>
<td>6</td>
<td>65</td>
<td>66</td>
<td>67</td>
<td>68</td>
<td>69</td>
<td>70</td>
<td>71</td>
<td>72</td>
<td>73</td>
<td>74</td>
</tr>
<tr>
<td>7</td>
<td>75</td>
<td>76</td>
<td>77</td>
<td>78</td>
<td>79</td>
<td>80</td>
<td>81</td>
<td>82</td>
<td>83</td>
<td>84</td>
</tr>
<tr>
<td>8</td>
<td>85</td>
<td>86</td>
<td>87</td>
<td>88</td>
<td>89</td>
<td>90</td>
<td>91</td>
<td>92</td>
<td>93</td>
<td>94</td>
</tr>
<tr>
<td>9</td>
<td>95</td>
<td>96</td>
<td>97</td>
<td>98</td>
<td>99</td>
<td>100</td>
<td>101</td>
<td>102</td>
<td>103</td>
<td>104</td>
</tr>
<tr>
<td>10</td>
<td>105</td>
<td>106</td>
<td>107</td>
<td>108</td>
<td>109</td>
<td>110</td>
<td>111</td>
<td>112</td>
<td>113</td>
<td>114</td>
</tr>
</tbody>
</table>

Table 5. Individual attendance score for exploitation $(\Delta_{CM}=0.0)$, cooperative reward and $\Delta_{CM}=0.3$
\[ \text{Fig. 5. All (left) and exploitation (right) trials for cooperative reward } A_{cw}=0.0 \]

\[ \text{Fig. 6. All (left) and exploitation (right) trials for cooperative reward } A_{cw}=0.3 \]

\[ \text{Fig. 7. All (left) and exploitation (right) trials for cooperative reward } A_{cw}=0.6 \]

\[ \text{Fig. 8. All (left) and exploitation (right) trials for cooperative reward } A_{cw}=1.0 \]

6.2 Selfish reward

As stated before, the results analysed are representative of the behaviour observed for all the \( A_{cw} \) values tested.

In the case of the selfish reward the system adapts very well to the \( A_{cw}=0.0 \) and \( A_{cw}=1.0 \) (see Figs. 9 and 12), though the behaviour is not so straightforward for other \( A_{cw} \) values. It can be seen in Fig. 10, the attendance oscillates between 0.3 and 0.4, when \( A_{cw}=0.3 \).

Similar oscillations have been found when analysing \( A_{cw}=0.6 \) (see Fig. 11), the interesting point is that MAXCS oscillates 10% above the \( A_{cw} \) value.

This behaviour is not really understandable until the reward function is analysed. The peak function for any \( A_{cw} \) value and using the selfish reward, will give to the goers: 818 for attendance = \( A_{cw}-0.1 \), 1000 for an attendance of \( A_{cw} \) and 0 for an attendance greater than \( A_{cw} \); on the other hand it will give to the non-goers: 818 for attendance = \( A_{cw}+0.1 \) and 0 otherwise. In this case, the system as a whole -not individually- is obtaining the maximum reward possible.

The peak function used for reward has a double effect depending on the reward scheme used: stimulating static behaviour using the cooperative reward, and stimulating attendance and dynamic behaviour using the selfish reward. Let us suppose the same example used for the
cooperative reward. In this case the exact percentage that attend the bar would be getting 1000, while the rest get 0 as a reward. This may lead to a big disaster as all the agents that are not going will tend to go seeking reward, overcrowding the bar. This is the manner that dynamism is induced by the selfish reward.

It must be emphasised that all the agents are kept in the system throughout the whole experiment and there is no reproduction, i.e. if there is an agent that is performing badly it is not disposed from the system.

Comparing table 5 and 8, it can be seen that the selfish reward stimulates dynamism within the population’s individual behaviour. A real need for exploration is simulated by the fact that only the agents that take the correct action are rewarded. The richness of the different states perceived by the system using the selfish reward can be observed in table 6 and cannot be compared to the monotonous states that the cooperative reward generates (table 3). Thus, is this richness what makes harder for MAXCS using the selfish reward.

As stated before, all the possible $A_{cn}$ values were tested in 10 different experiments and MAXCS solved all the problems correctly. After analysing all the results, those obtained for the $A_{cn}$ = 0.0, 0.3, 0.6, 1.0 values have been chosen. The behaviour observed for these $A_{cn}$ values are representative of the system’s performance.

The dynamics of the system under the selfish reward [see table 8] are interesting: a particular kind of alternation has been observed only for $A_{cn}$ = [0.1, 0.4]. The exact number of agents attend the bar (agents 2, 6, 9 in Table 8), another agent(10) starts going and ends up “displacing” one of the previous agents that goes (agent 2). Then, another agent(4) balances the system, so the agents that go and those staying at home are always rewarded. This behaviour is analysed in detail in the next subsection.

The alternation for $A_{cn}$ in [0.5, 1.0] is more static; there is not as much alternance as for the other values, though the agent that brings the balance appears too.

This means that agents could learn how to alternate their attendance, so all of them could go to the bar on a certain week, without having agents that are not attending. It seems that once that MAXCS has found a combination that solves the problem, it keeps repeating it. This behaviour is also favoured by the way the reinforcement is given.

As it can be seen from Figs. 10 and 11 this need is reflected in the general attendance. Especially in the case of $A_{cn}$ = 0.6 (Fig. 11) the attendance does not fall below 0.5, but 4 out of 5000 possible trials. In all of the possible $A_{cn}$ values tested, the overall behaviour of MAXCS is successful: either the agents overcrowd the bar only by 0.1 – so the agents that do not go are rewarded with 818 – or the exact number of agents attend, so the agents attending obtain 1000.

Comparing the cooperative and selfish rewards performance (tables 5 and 8) – just after exploration is switched off (row 12) – a more even distribution can be observed in the selfish reward case, converging slowly toward the emergent behaviour, reflected in the attendance of each agent. In the case of the cooperative reward, it can be clearly seen that is only three agents that are going while the rest stay at home, but as stated before, this has to do with the way the reward scheme works.

Deeper analysis of the individual answers for the different experiments are discussed for $A_{cn}$ = 0.6 and $A_{cn}$ = 0.3 in the following subsection.

![Fig. 9](image-url) All (left) and exploitation (right) trials for selfish reward $A_{cn}$ = 0.0
Fig. 10. All (left) and exploitation (right) trials for selfish reward $A_{sys}=0.3$

Fig. 11. All (left) and exploitation (right) trials for selfish reward $A_{sys}=0.6$

Fig. 12. All (left) and exploitation (right) trials for selfish reward $A_{sys}=1.0$

<table>
<thead>
<tr>
<th>Step</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>Attendance</th>
<th>Correct Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6. Attendance and states from step 1 to step 4500 selfish reward and $A_{sys}=0.3$

<table>
<thead>
<tr>
<th>Step</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>Attendance</th>
<th>Correct Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7. Attendance and states from step 1 to step 4500 selfish reward and $A_{sys}=0.6$

<table>
<thead>
<tr>
<th>Step</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>A.</th>
<th>Attendance</th>
<th>Correct Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 8. Individual attendance sum for exploitation trials [2000]; selfish reward and $A_{sys}=0.3$
6.3 Emergent behaviour in MAXCS

For all the experiments with selfish reward and $0 < A_{sm} < 1$ : there is an agent -- called the "vacillating" agent (shown as agent 4 in Tables 7 and 8) -- that is always taking the wrong decision: it overcrowds the bar or it stays at home when the attendance $<= A_{sm}$. This phenomenon does not happen when the cooperative reward is used, as it can be seen in Table 4.

Considering that the agents are rewarded when they attend the bar and the attendance (att) $att <= A_{sm}$ or when they stay at home and $att > A_{sm}$. From Table 7 can be seen clearly that agents 6, 9 and 10 are going every week; while 1, 2, 3, 5, 7 and 8 are not. This phenomenon would not arise if agent 4 was no overcrowding the bar from time to time. This behaviour can be observed also for $0 < A_{sm} < 1$ (see Fig. 11 for $A_{sm} = 0.6$). We will refer to this behaviour as the "vacillating" agent (VA).

After analysing the structure of the rules of the VA, they look quite similar to other agent’s rules. There is no particular discernible structure that directs the behaviour of the VA, but its behaviour is directed by reacting to the states in the environment.

There are two features about the VA: One is the result of its existence, the other how and why does it behaviour arise.

The reason for the existence of the VA can be explained from the behaviour of MAXCS as a whole: the vacillating agent balances the whole system. If the agent would not be vacillating, all the agents that decide to stay at home all the time would have to try to go to the bar, otherwise they would not get any reward. Furthermore, the agents that are going all the time would not be rewarded if the vacillating agent was not staying at home, since the bar would always be overcrowded. It can be observed, that the system converges in the late stages toward the vacillating behaviour. In the case of $A_{sm} = 0.3$ the agents that attend receive 1000 each, while when $A_{sm} = 0.4$, the agents that do not go receive 818 and the VA receives 0.

Analysing thoroughly the rewards obtained by different agents, it can be observed that the VA (agent 4) is getting rewards most of the time for staying at home, during the exploration trials. VA’s performance is quite good getting 818 most of the time (equivalent for not going and the bar is overcrowded by 10%).

Just after the exploration and GA are switched off (step 2500), the attendance is spread among the agents, most of them attending the bar and getting rewarded (rows 13-15 in Table 8). It is by learning that the agents arrive to the stationary behaviour. A very interesting feature has been observed: there is only one VA in the system at a time, though it is not the same throughout the whole experiment. Firstly, agent 10 takes this role (row 12 in Table 8), the agents that go at this point are agents 2, 6 and 9; after step 2983 (row 14 in Table 8) it is agent 2 which leaves its place to agent 10; agent 2 gradually stops attending and then, after step 3083 (row 16 in Table 8) agent 4 starts going and the balance is achieved. The varied alternance of VA described, has been noticed for $A_{sm} <= 0.4$. For $A_{sm} < 0.8$ the behaviour is more rigid, and the alternance does not appear. The reason for the different behaviour may be that $A_{sm} > 0.5$ is quite hard to satisfy and the system can start oscillating easier than with a smaller value of $A_{sm}$.

The appearance of the "vacillating" agent, and the behaviour of all the rest can be explained by emergent behaviour, because none of these actions have been preset in the system, though they arise as a consequence the interaction of the agents with their environment and, indirectly through the environment, with each other.

In the end, the "vacillating" agent will not get any reward at all, but this does not happen before exploration has stopped. Since the VA alternate their role, all agents can get rewards until the system settles. This behaviour has been observed for all the experiments using the selfish reward and $A_{sm} = [0.1, 0.9]$.

The patterns and behaviour observed in these experiments are not as stochastic, but more uniform and less complex than in the original work [3]. It can be argued that the reason for this behaviour could be the reward function used, since it is more smooth and encourages the attendance to the bar to the extent of making it enjoyable.

It could be argued that the agents should be encouraged to attend at least once a week, but in real life is not like that, there are people who decide to go to a certain bar and after a bad experience they decide not to go ever again.
7 Conclusions

MAXCS is able to solve the “El Farol” bar problem. Experiments with 10 agents against all the possible values prove that MAXCS adapts properly to the threshold set. Furthermore, emergent behaviour has been detected by analysing the XCS population reports. The ability to read a snapshot of the “mind” of the agents at a certain time step or moment of the problem has proved to be essential to understand the behaviour of the system. This feature stresses the advantage of using MAXCS for social modelling.

The cooperative reward allows MAXCS to perform better than the selfish reward, but this is due to the nature of the problem: MAXCS has to explore less number of possibilities to adapt. By getting the correct attendance several times, the rules are reinforced enough to keep a correct –though static– behaviour. From the behaviour observed, it is certain that MAXCS can adapt to all the thresholds that it was set to. The behaviour is quite extreme, either there are alcoholics or abstemious, and the vacillating agent, whose attendance is not as regular as the alcoholics.

These experiments prove, to some extent, the feasibility of using XCS as the learning engine of a MAS adapting to a complex environment. So far, the performance of MAXCS on the “El Farol” bar problem is encouraging. Further work is planned with MAXCS and “El Farol” problem, experiments with other parameters: a bigger number of agents, different $\theta_{CA}$ values, varying $A_{min}$ etc. MAXCS will be tested in other benchmark problems.
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