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computation-driven population could be considered as taxa for which the leverage of Phylogenetic Inference
might be beneficial. In this work, we present our Phylogenetics-aware SBSE approach. Our approach
introduces a novel Phylogenetic Operation to promote results which are sufficiently aligned (in terms of
lineage) with a certain reference given by the domain expert. Our approach is evaluated in two heterogeneous
industrial case studies: Procedural Content Generation from Game Software Engineering, and Feature
Location from Software Maintenance. The results are analyzed using quality-of-the-solution and acceptance-
by-developers measurements. We performed a statistical analysis to determine whether the impact on
the results is significant compared to baselines that do not leverage Phylogenetics. The results show that
our approach significantly outperforms two baselines in both case studies. Furthermore, two focus groups
confirmed the acceptance of our approach and stressed that solution acceptance may make the difference
in industrial environments. Our work has the potential to motivate a new breed of research work on
Phylogenetics awareness to produce better results in Software Engineering.
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1 INTRODUCTION

Search-based Software Engineering (SBSE) [37, 38] addresses Software Engineering optimization
problems and pursues the generation of near-optimal solution candidates for those problems by
using an iterative search process. This process involves the evolution of solution candidates and
finishes when a certain stop condition, which could depend on factors like time budgets or solution
candidate evaluation, is met. First, SBSE approaches require the use of an encoded representation
of both the problem studied and the solution candidates. Additionally, it is necessary to provide
operations that allow the solution candidates to change or combine with each other in order to
produce new solutions, like mutation and crossover [3, 25]. In the end, the solution candidates
must be evaluated by means such as fitness functions.
In this work, we propose leveraging Phylogenetics in SBSE to achieve better results. In the context

of Biological Systematics, which studies the relationships of living entities [71], Phylogenetics
deals with the relationships regarding ancestry and lineages that exist for a group of taxa [12].
A possible example of a taxon would be a biological species. There are inference methods that
produce a branching diagram called a Phylogenetic Tree for a given set of taxa. A Phylogenetic
Tree hypothesizes about the relationships between those taxa in terms of kinship, lineage splitting,
and genetic similarity.
Our approach leverages Phylogenetic inference, treating solution candidates as taxa in order to

promote results that are sufficiently aligned with a certain reference given by the domain experts,
due to the importance of their acceptance. Their approval is crucial in validating the final solution
candidates proposed: the information encoded in those candidates and the metrics used to rank
or evaluate them may be incomplete in comparison to the insight provided by a domain expert.
Specifically, our approach promotes those solution candidates that share a significant portion of
their lineage path with the lineage path for the reference given by the domain expert. In order
to achieve this, our Phylogenetics-aware SBSE approach incorporates two new ingredients to
Manuscript submitted to ACM
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SBSE: a Phylogenetic Input and a Phylogenetic Operation. The Phylogenetic Input includes the
Reference Taxon and the Primeval Taxon. The Phylogenetic Operation measures the genetic
distance between the solution candidates, which are used as taxa, and then uses that distance data
to infer a Phylogenetic Tree that proposes a lineage hypothesis. Once the Phylogenetic Tree is
built, the Phylogenetic Operation performs a lineage analysis to promote those solution candidates
that are aligned with the Reference Taxon from a lineage point of view, which takes the Primeval
Taxon as a starting point.
We have evaluated our Phylogenetics-aware SBSE approach and two baselines for each case

study in two heterogeneous industrial case studies: Procedural Content Generation (PCG) [14] from
Game Software Engineering [7] provided by Kraken Empire 1; and Feature Location (FL) [42] from
Software Maintenance (SM) provided by Construcciones y Auxiliar de Ferrocarriles (CAF) 2, which
is a worldwide leader in train manufacturing that uses software models to generate the firmware
that controls their trains. On the one hand, the presence of Game Software Engineering (GSE)
is growing within the venues of software engineering research such as EMSE, SPLC, MODELS,
FSE, ASE, or ICSE [74], and PCG is a topic of GSE that tackles a key challenge of video game
development: content creation [14]. On the other hand, SM is a seminal challenge of software
engineering, and FL can arguably be seen as one of themost frequent maintenance tasks undertaken
by developers [26, 42, 61, 79] since software maintenance involves the management of features
(removing unwanted features, adding new features, improving existing functionalities).
We analyzed the results of each case study using quality and acceptance measurements. In

the PCG case study, the quality measurements used are Video Game research measures [17] that
are accepted in Game Software Engineering research [14]: Completion, Duration, Uncertainty,
Killer Moves, Permanence, and Lead Change. In the FL case study, the quality measurements
are retrieval measures that are accepted in Software Engineering research: Recall, Precision, and
F-measure [30, 48, 69]. In both case studies, the acceptance by eight domain experts in total is
analyzed by means of the Theory of Planned Behavior (TPB) questionnaire [4]. TPB covers three
dimensions: Attitude, Subjective norm, and Perceived behavioral control. This questionnaire suits
the acceptance study best in the context of the case studies covered [64]. The results obtained by
our approach and the baselines are then compared by means of statistical analysis (𝑝-𝑉𝑎𝑙𝑢𝑒𝑠 [9],
𝐴12 [78], ANOVA [77], Kruskall-Wallis [77], or Eta-squares [23, 76] depending on the data). Finally,
we carried out a focus group interview with the domain experts of each case study.
The results show that our approach significantly outperforms the two baselines studied in

the two industrial case studies. In the PCG case study, the overall quality measurement shows a
small significant improvement over the baselines (up to 7% and 10%, respectively), whereas the
11https://www.krakenempire.com/
2www.caf.net/en
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acceptance measurements show a large significant improvement over the baselines (of 30.15%
and 23.34%, respectively, considering the mean value). These results highlight that our approach
is better aligned with the developers’ expectations. When it comes to automatically generated
content, acceptance might be the key to developers actually using the generated content in their
video games. In the FL case study, our approach outperforms the baselines with a large difference in
both the quality measurements (of 31.23% and 28.69% in F-measure for each baseline, respectively)
and the acceptance measurements, where the mean improvement over the baselines reaches 20.14%
and 31.14ª%, respectively. Two focus groups confirmed the acceptance of our Phylogenetics-aware
SBSE approach.
In summary, we are using a SBSE approach with a ”seeded” solution as starting point, with

the two-fold goal of optimizing a given fitness function while still finding a solution that is not
too different from the starting one. Our approach introduces a novel Phylogenetic Operation to
achieve the latter by promoting results that are sufficiently aligned (in terms of lineage) with a
certain reference given by the domain expert. The motivation is that the fitness function might not
be expressive enough or properly represent all objectives that it needs to be optimized for. These
”hard-to-encode” optimization goals are somehow present in the reference input, and therefore,
one approach is to evolve individuals with the further goal of not being too different from the
reference.
To the best of our knowledge, this is the first work that leverages Phylogenetics for SBSE. Our

paper claims that Phylogenetics awareness is beneficial in the context of SBSE, as this work shows
in the case of PCG and FL. Specifically, we claim that:

• Phylogenetics-aware SBSE significantly improves the acceptance of the solutions produced
in the cases of PCG and FL (large difference in both cases). Solution acceptance may make
the difference with regard to the use of results in industrial environments, as emphasized by
the focus groups that we ran.
• Phylogenetics-aware SBSE also significantly improves the quality of the solutions produced
in the cases of PCG and FL (small and large differences, respectively).
• Our work proposes a generic Phylogenetic Operation which works in two heterogeneous
case studies. Since the only requirement for our Phylogenetic Operation is the measurement
of the genetic distance between two individuals, the operation could be used in new domains
in which it is possible to perform this calculation.
• In the context of SBSE, our Phylogenetic work could inspire other SBSE researchers to explore
new Phylogenetic Operations. In addition, Phylogenetics might improve other parts of SBSE
approaches: from the input (e.g., helping the domain expert to choose seeds in a Philogenetic
tree) to the output (e.g., presenting the solutions of the ranking in a Philogenetic tree to
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assist with the decision making), including the fitness function (e.g., where lineage could be
rethought to be one of the objectives).
• Apart from SBSE, Phylogenetics awareness has the potential to be useful in other Software
Engineering areas. For example, in the area of Software Product Lines (SPL), where com-
monalities and variability are exploited, Phylogenetics could improve SPL reengineering by
utilizing lineages in order to formalize variability. Another possible application is Reposi-
tory Mining since the evolution of the content of a repository could be reinterpreted as a
Phylogenetic Tree. Indeed, our future work will explore these possibilities.

The structure of this paper is organized as follows: Section 2 deals with related work. Section 3
gives background on Phylogenetics. Section 4 describes our leveraging of Phylogenetics in our
Phylogenetics-aware SBSE approach. Section 5 presents the first case study: PCG in the context of
GSE. Section 6 presents the second case study: FL in the context of SM. Section 7 deals with the
evaluation, comparing our Phylogenetics-aware SBSE approach to baselines that do not make use
of Phylogenetics. Section 8 presents the results obtained, and Section 9 addresses the discussion
of those results. Section 10 describes the threats to validity. Finally, Section 11 includes our
conclusions.

2 RELATEDWORK

This section is structured in terms of SBSE, PCG, and FL related work, taking into account both
the main contribution of our work and the two case studies.

2.1 Search-based Software Engineering Related Works

In order to find research works that are related to Phylogenetics in SBSE, we performed a search in
the science literature to find the answer to the following query: "Have Phylogenetics approaches
been used in SBSE?". Our search string was "Phylogenetic" AND ("SBSE" OR "Search Based Software
Engineering"). The inclusion criteria was (IC1) articles in the computer science area. The search
was conducted in August 2023 in Scopus and WoS and included title, keywords, and abstract. The
search returned one paper from Scopus and zero papers from WoS. After applying IC1, no paper
remained. The results of the searches are available here: https://doi.org/10.5281/zenodo.13885161
However, the following works are relevant, even if they do not make use of Phylogenetics.

The concept of population diversity has been used in SBSE rearch. Albunian [5] studied the
effects of population diversity on search-based unit test generation by applying different diversity
maintenance and control techniques. The author performed an experiment with a tool for automatic
test generation (EvoSuite). He investigated the influence of five selection mechanisms and five
configurations of fitness sharing on the diversity of the generated test suites. The results show that
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the roulette wheel selection leads to a greater increase in the population diversity. On the other
hand, the fitness sharing shows a clear increase in diversity. Menendez et al. [51] presented an
automatic unit test generation tool (OutGen) that is able to detect bugs on C-written functions. The
generation method used by the tool is driven by output diversity, which is semantic information.
This approach improves the output uniqueness score of the test sets. The authors performed
an experimental validation of the usefulness of their approach, which uses output sampling (in
comparison to input sampling), and the results showed improvements in the mutation score and
bug detection. The previous works take into account the study of diversity to improve SBSE, but
our work follows a different research direction by leveraging lineage by means of Phylogenetics.
Additionally, and even if it is not strictly related to Phylogenetics, there is a work by McMinn et al.
[49], in which the concept of species is introduced in the context of SBSE. In that work, the notion
of species is used to refer to sets of individuals or sub-populations. These sub-populations are
evolved in the pursuit of separate objectives, for which sub-population-specific fitness functions,
determined by species-specific desirable paths, are tailored. However, in our work, the concept of
species is used to refer to a paradigmatic example of the role played by the individuals of a sole
population in the process of Phylogenetic inference and study. In addition, there are works that
are not related to Phylogenetics but study the use of pre-existing solution candidates as seeds, like
the research by Rojas et al. [65] and Yoo et al. [82]. However, those works focus on studying the
effectiveness of seeds in the generation of unit tests for program code and test data production,
respectively. Our work studies the outcomes of lineage-focused searches that use pre-existing
candidates like the Primeval and Reference Taxa.

2.2 Procedural Content Generation from Game Software Engineering Related Work

With the goal of finding recent works related to video game development with a Phylogenetics-
based approach, we conducted a search of the recent literature. We looked for an answer to the
following query: "Have Phylogenetic approaches been used to develop videogames?". We have
used the following search string: "phylogenetic" AND ("game" OR "videogame"). The inclusion
criteria was (IC1) articles in the computer science area. The search was performed in August 2023
on Scopus and WoS and included title, keywords, and abstract. The search returned 235 papers
from Scopus and 609 papers from WoS. After applying IC1, only 33 papers remained. The full text
reading revealed that none of these papers belong to the intersection of PCG and Phylogenetics.
However, the following works are relevant with regard to PCG. Melotti et al. [50] presented and

implemented the Deluged Novelty Search Local Competition algorithm (D-NSLC). That algorithm
makes use of morphological niches to ensure solution diversity in PCG for a game. D-NSLC divides
the population into different niches and seeks the best individuals in each of them while exploring
the search space. They performed an experiment in a rogue-like videogame case study using
Manuscript submitted to ACM
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four different setups. The results confirmed the benefits of introducing the Novelty Search: its
introduction contributes significantly to the production of different individuals. Our work aspires
to obtain videogame content that is not only new but that is also aligned with the vision of the
developers and accepted for its inclusion in commercially released video games. For that reason,
our work leverages the lineage of the candidate solutions.
The research presented by Preuss et al. [62] focuses on the study of quality and diversity when

procedural content generation is used to create game content. The authors performed an experiment
where algorithms and distance measures were evaluated. The experiment was performed using a
tool to generate game levels. They concluded that the Niching Evolutionary Algorithm 2 (NEA2)
can balance quality and diversity well, but only when using a good distance function. Later, Gravina
et al. [36] distinguished quality-diversity as a search strategy for search-based procedural content
generation. In comparison to our work, NEA2 makes use of distance matrices, which are also
used to calculate genetic distances in the application of Phylogenetics in our work. However,
this technique is used to perform diversity-ensuring clustering tasks, while in our work, the use
of Phylogenetics pursues the inference of a hypothesized graph-like structure that explains the
lineage-like relationships between the solution candidates. Preuss et al. also discuss how the use
of Novelty Search negatively influences the quality of the solutions. Conversely, our work does
not decrease the quality of the solutions.
Our previous works address the use of SBSE for content generation [14][13]. To this end, these

works use an evolutionary algorithm that is guided by means of game simulations that use the
content generated. We reuse the SBSE ingredients from these works: the individual encoding, the
genetic operations, and the fitness function. In this work, these ingredients serve as a baseline
which does not make use of Phylogenetics, which is what we propose here.
Finally, after the original submission of the present paper to this journal, we conducted a study

on the use of Phylogenetics for software product families [22]. That study proposes the creation
of a phylogenetic tree based on the content of a commercial video game, with the leaves of that
tree representing that content, whereas the inner nodes of the tree play the role of hypothetical
ancestors. In that work, we argue that the hypothetical ancestors can serve as starting points for
the creation of new content. The study suggests that hypothetical ancestors can inspire developers
to create fresh content. In other words, developers visually inspect the phylogenetic tree, choose
an ancestor (an inner node), and manually reconstruct it using their domain knowledge. The
reconstruction of the ancestor is done manually by developers in contrast to the automatic content
generation done by the SBSE approach in the present work. The present work explores how
SBSE approaches can benefit from phylogenetics. It introduces a new phylogenetic operation that
incorporates the concept of lineage, i.e., belonging to a path that connects two given references. In
this work, there are no hypothetical ancestors, every node of the phylogenetic tree is a member of
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the population of the search approach. This approach automatically produces results that better
align with decisión makers’ preferences. Both studies share the presence of an encoding, but the
one used in the ancestors work is an ad-hoc encoding for video games and is based on game-specific
content. In contrast, in this paper, the encoding used is that of each specific SBSE approach that is
meant to be improved by means of the phylogenetic operation proposed for SBSE.

2.3 Feature Location from Software Maintenance Related Work

In order to determine if a Phylogenetics approach has been used in Feature Location, we searched
for the answer to the question: ”Have Phylogenetics approaches been used in Feature Location?”.
In the search string, we used ”Phylogenetic” AND (”Feature Location” OR "software product line”
OR "SPL”). The inclusion criteria was (IC1) articles in the computer science area. The search was
conducted in August 2023 in Scopus and WoS and included title, keywords, and abstract. The
search returned 111 papers from Scopus and 135 papers from WoS. After applying IC1 only nine
papers remained. The full text reading revealed that none of these papers belong to the intersection
of FL and Phylogenetics.
Nevertheless, there are other works that also focus on improving FL. Poshyvanyk et al. [61]

propose a FL technique named PROMESIR that combines LSI over source code with a Scenario-
based Probabilistic Ranking of events. Kruger et al. [43] present an exploratory case study on
identifying andmanually locating features inMarlin, which is a variant-rich open-source embedded
firmware. Another work [45] presents a feature location technique named SITIR, which is a semi-
automated technique for FL in source code. These works focus on source code and are not designed
for software models like those from the case study of this paper.
There are previous works by our SVIT research group that deal with feature location in models

using an evolutionary algorithm. In [31], a combination of Formal Concept Analysis and Latent
Semantic Analysis is evaluated to guide the evolutionary algorithm. The work presented in [21]
takes advantage of long-living software systems to address the FL challenge, using commonality
and modifications through model retrospectives to promote model fragments that undergo fewer
modifications over time. In [32], the fitness function (the similarity to the feature description) is
fixed and five search strategies are evaluated (Evolutionary Algorithm, Random Search, steepest
Hill Climbing, Iterated Local Search with restarts, and a hybrid between Evolutionary Algorithm
and Hill Climbing). The work in [59] presents an approach named Fragment Retrieval on Models
(FROM) that uses an evolutionary algorithm to search and retrieve the most relevant model
fragments. In [47], a learning-to-rank approach is proposed to improve the fitness function to
locate features in models. In [8], models at run-time are proposed to be used for increasing
the information for feature location. In [11], the study provides real measurements of location
Manuscript submitted to ACM
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problems as a help to other researchers in the design of synthetic location problems. The work
in [57] proposes that the human play the role of the fitness function of the evolutionary algorithm.
The FL strategy of the above works relies on the input query provided by a single engineer. In

contrast, the work in [56] studies the impact that a number of engineers who collaborate to provide
input information have on the quality of the solution during FL, and whether or not the inclusion
of the engineers’ confidence produces an improvement in the results. The work in [58] studies
different criteria to assemble a team of software engineers that collaborate during FL. The goal of
the work presented in [60] is to propose genetic operations that leverage the latent semantics that
models hold rather than randomly generating new candidate solutions.
In contrast to the above works, the novelty of this work relies on leveraging Phylogenetics to

promote those solution candidates that share a significant portion of their lineage path with the
lineage path for a reference. To the best of our knowledge there is no previous scientific work that
addresses Phylogenetics for FL. In addition, previous works do not evaluate the acceptance of the
candidate solutions produced as this work does.

3 PHYLOGENETICS BACKGROUND

Phylogenetics consists in studying the existing relationships among taxa, hypothesizing their
history with regard to biological evolution [12]. Taxa are groups of organisms that are associated
to certain characteristics or attributes that determine their inclusion in such groups. For instance,
a species is a taxon, but there are more high-level examples, like families or domains.
The relationship between two given taxa could be determined by measuring the genetic distance

that separates them. For instance, in the case of species, genetic distance represents genetic
divergence, which means that the distance between two specimens of the same taxon is zero.
However, in other contexts such as neoplasia research it can represent mutation evolutionary
distancing [72]. Genetic distance is commonly represented by a value in the interval [0.0, 1.0] [40]
and can be calculated by means of various measures. There are measures, such as Cavalli-Sforza
[20] or Nei’s Standard [54], which assume that only mutations or genetic drift influence genetic
differences. In the case of Cavalli-Sforza, the populations are represented in hyperspheres for
which the distance units are denoted by the number of gene substitutions; Nei’s Standard takes
into account gene frequency divergence.
As an example of how diverse genetic distance measures can be, the top of Fig. 1 shows a generic

distance criterion based on the size of the intersection of the encoded taxa studied (T1, T2, T3, ...).
For instance, Taxon 1 (T1) is encoded as A A A A A A A A A T. The example uses the widespread
DNA nucleotides in a base-four encoding: Adenine (A), Cytosine (C), Guanine (G), and Thymine
(T). The comparison of T1 and T2 evinces that they have five elements in common (5xA) out of
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the ten elements present in every taxon. Therefore, in this example, the distance between T1 and
T2 is 0.5.
In our work, we use measures that calculate the differences between the genetic materials studied

in a straightforward way without the assumptions described previously. These measures are an
Euclidean genetic distance-based method and the Hamming Distance, for Procedural Content
Generation and Feature Location, respectively. When two or more taxa are studied, it is common to
use a distance matrix, which is a square matrix containing the distances for each pair of elements
compared [80]. Therefore, the diagonal values of this matrix are always zero (see the Genetic
Distance Matrix of Figure 1).

T1 T2 T3 T4 T5

T1 0 0.2 0.5 0.7 0.5

T2 0.5 0 0.3 0.5 0.3

T3 0.9 1.0 0 0.2 0.4

T4 0.9 1.0 0.8 0 0.6

T5 0.8 0.9 0.7 0.3 0

GENETIC DISTANCE MATRIX

EXAMPLE - Taxa studied: 5                                              dA + dB + dC  ≈  Genetic_Distance_Matrix( T3, T5 )

T1

T2T3

T5

T4

PHYLOGENETIC TREE INFERENCE

T1

T2T3

T5

T4

T1

T2T3

T5

T4

dA = 0.4

dB = 0.2

dC = 0.1

0.3
0.3

0.2

0.2

0.3

0.2

T1 A A A A A A A A A T | T1 ∩ T2 | = 5 (A x5) distance = 1 - 5 / 10 = 0.5

T2 A A A A A G G G G G | T1 ∩ T3| = 1 (T x1) distance = 1 - 1 / 10 = 0.9

T3 C C C C C C C C C T | T1 ∩ T2 | = 0 0 distance = 1 - 0 / 10 = 1.0

… … … … … … … … … … … … … …

DISTANCE BETWEEN TAXA

Fig. 1. Example of coherence between the genetic distance data and an inferred Phylogenetic Tree. Some
of the values included in the distance matrix are omitted, due to the symmetric nature of the matrix. The
example shows the Neighbor-Joining inference method and a generic genetic distance criterion based on
intersection cardinality.

The Phylogenetics-based analysis of a given set or population of taxa results in a diagram known
as a Phylogenetic Tree [12]. Usually, a Phylogenetic Tree inferred from a distance matrix will
include the existing taxa studied as leaves. Additionally, it will include internal, non pre-existing
nodes that define branches and the tree structure itself. These nodes are connected by edges
having a distance value. For example, this internal structure is useful in determining the closeness
between taxa or in identifying a point of inflection (i.e., an inner node) that marks the start of a
certain branch or lineage.
The bottom of Fig. 1 shows an example in which five taxa are studied. The Phylogenetic Tree

that is inferred from the genetic distance data provides knowledge about relationships in terms
of kinship, and it is coherent with the distance information from which it is built. The left part
Manuscript submitted to ACM
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of Fig. 1 shows a distance of 0.7 between T3 and T5. In our work, we used Neighbor-Joining.
The Neighbor-Joining Method is a simple, fast, and widely accepted Phylogenetic Tree inference
technique [53, 68]:

• The algorithm starts assuming a star-like, unsolved tree topology with a distance matrix.
Then, a Q matrix, which represents the goodness of joining any pair of taxa in a hypothetical
new node, is calculated from that original distance matrix.
• Next, a pair of taxa for which the distance is the lowest found in Q is selected.
• A new node that connects the taxa of the pair is created and connected to the center of the
star.
• Once the distances from the node to all of the taxa are calculated, the new node takes the
place of the two taxa of the pair in the original distance matrix, and the process starts over
and continues until the length of every branch is known and the tree is resolved.

Then, once a Phylogenetic Tree is inferred, the path that connects those taxa includes the edges
that are marked in the bottom section of Fig. 1 as having distances of 𝑑𝐴, 𝑑𝐵 , and 𝑑𝐶 , respectively.
The sum of those distances included in the path should be equivalent to the distance that appears
in the distance matrix for the taxa studied. Hence, a Phylogenetic Tree keeps the relationships, in
terms of genetic distance between the taxa, but it adds information (e.g., inner nodes of branches
or lineages) with regard to relatedness for such taxa.

4 LEVERAGING PHYLOGENETICS IN THE CONTEXT OF SEARCH-BASED SOFTWARE
ENGINEERING

Fig. 2 shows the ingredients of SBSE (solid lines). Only three key ingredients are needed to apply
SBSE: 1) a representation (encoding) of the problem; 2) the definition of a fitness function; and
3) the definition of a set of operators. Then, candidate solutions (which are encoded following
the representation chosen) are evaluated (by the fitness function) and evolved (by applying the
operators) in an iterative process until optimal (or near-optimal) solutions to the problem are
found.
Fig. 2 also shows the novel ingredients that Phylogenetics-aware SBSE introduces to SBSE (dashed

lines). Our approach promotes those solution candidates that to a certain extent share their lineage
with a specific reference. This reference is provided by the domain expert (Phylogenetic Input). In
order to ensure that the results promoted are aligned with that reference, our Phylogenetics-aware
SBSE approach leverages Phylogenetic inference (Phylogenetic Operation).
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Fig. 2. Overview of Phylogenetics-aware SBSE, with the elements of SBSE and the new elements of
Phylogenetics-aware SBSE.

4.1 Phylogenetic Input

In order to establish the reference lineage, our approach takes two examples as input. These
examples become members of the population. In SBSE, it is common for approaches to take
examples as inputs that are part of the population [38]. However, in our case these examples are
considered as fixed members of the population because our approach keeps them in the population
throughout all of the iterations. In other words, these two examples cannot be discarded from
the population no matter what. In our Phylogenetics-aware SBSE, these two examples play the
role of the ends of the reference lineage. Since the individuals of the population in our work are
interpreted as taxa, we denote these examples as Reference Taxon and Primeval Taxon.

• Reference Taxon: The Reference Taxon corresponds to a desirable reference for the developers.
The Reference Taxon is the taxon that the solutions generated should resemble to a certain
extent and that, at the same time, presents novelties.
• Primeval Taxon: This taxon corresponds with the simplest example that is available with
regard to the minimum desirable characteristics expected by the developers. During the
lineage analysis of our approach, this primitive taxon is used as a starting point for the
reference lineage.

The top (population) and bottom (filtered population) of Fig. 3 depict the Reference Taxon (R)
and Primeval Taxon (P) as fixed members of the population by using a light-gray background.

4.2 Phylogenetic Operation

Given a population, our Phylogenetic Operation promotes those individuals that are sufficiently
aligned with the reference by means of filtering out the individuals whose lineage is not sufficiently
aligned to the lineage of the reference. To do so, our Phylogenetic Operation follows three steps:
Genetic Distance Calculation, Phylogenetic Inference, and Lineage Analysis.
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Fig. 3. Summary of the steps involved in the Phylogenetic Operation included in our Phylogenetics-aware
SBSE approach.
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First, the Phylogenetic Operation calculates the Genetic Distance Matrix for the taxa represented
by the individuals that are included in the population. The genetic distance value is obtained by
using a measurement that compares the individuals of the population in pairs (see Step 1 of Fig. 3).
The distance between a taxon and itself should be 0.0, while two completely opposite individuals
should produce a distance of 1.0. This genetic distance measurement is domain dependent, and the
measurement must be provided in order to use our approach.
Then, our Phylogenetic Operation infers a Phylogenetic Tree. The construction of Phyloge-

netic Trees may be achieved by means of different methods, like Maximum Parsimony, Bayesian
Inference, or Maximum likelihood. The focus of this work is not the investigation of the best
Phylogenetic Tree construction method available but rather to leverage Phylogenetics to improve
the results of Search-Based Software Engineering. Our operation infers the Phylogenetic Tree by
means of the Neighbor-Joining Method, using the Genetic Distance Matrix as input (see Step 2 of
Fig. 3). This method produces an unrooted tree. Our Phylogenetic Operation uses the Primeval
Taxon as a root in terms of lineage. While rooted Phylogenetic Trees show ancestry relationships
and evolutionary history information, the paths or relationships that are not explicit or directly
related to chronology but mark interesting tendencies or drifts towards desirable results could
remain hidden, since those relationships are only implicit. When the trees produced are unrooted,
the paths produced focus on similarity, rather than on time-bound evolutionary routes. Therefore,
in a tree like that, the path that connects the Primeval and the Reference taxa represents a latent
progression (that is not necessarily linear or connected over time) of the genetic material of the
taxa towards desirable characteristics. Fig. 3 shows how the leaves in the inferred tree (marked in
gray) represent the individuals of the population. In contrast, the white nodes do not represent
existing individuals but rather provide the lineage structure of the tree by means of edges with
distance values that are produced by the inference technique.
Finally, using the tree, our Phylogenetic Operation analyzes whether each individual of the

population is sufficiently aligned with the lineage of the Reference Taxon. On the one hand, there
is a lineage for each individual. This lineage consists in the path that exists between the individual
itself and the Primeval Taxon. On the other hand, the reference lineage consists in the path between
the Reference Taxon and the Primeval Taxon. In order to decide whether the two lineages (the
lineage of the individual and the reference lineage) are sufficiently aligned, our approach uses a
lineage threshold parameter.
The lineage threshold parameter allows being more strict or flexible with respect to how aligned

the individual lineage and the reference lineage should be. This parameter enables our Phylogenetic
Operation to be tuned.
Assuming that the parameter is set to the midpoint between the Reference Taxon and the

Primeval Taxon, Fig. 3 shows how Taxa A and B would be discarded, while Taxa C and D would be
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kept. Being an evolved relative does not only reflect genetic closeness; it also represents innovation
as is the case of C and D (see Step 3 of Fig. 3). Please note that the lineage threshold is represented
by an X in the Phylogenetic Tree to ease the visual inspection of the lineages; however, the lineage
threshold belongs to Step 3, not Step 2.
As a result, every individual included in the population is tagged depending on whether or not

the similarity between its lineage and the reference lineage is sufficient. This Phylogenetic tag
allows for filtering the population in order to promote those individuals with a lineage that is close
enough to the reference lineage.

BOSS POPULATION INDIVIDUALSLEGEND

BOSS - A BOSS - BHULLS /RIGID BODIES

WEAPONS

WEAK POINTS

LINKS

A.I. MODULES

ARCHETYPEBOSS - B IN VIDEO GAME

ENCODING OF
BOSS - B

HULLS

H 0 H 1 H 2 H 3 ...

ENABLED HULL 0 1 1 1 ...

LINK  PARENT HULL 0 -1 4 2 ...

BEHAVIOUR LEAD 0 1 0 0 ...

GUN TURRET 1 0 1 1 ...

WEAK POINT 0 0 1 1 …

… … ... … … …

Fig. 4. Boss encoding example in the Procedural Content Generation case study.

For each new generation of the population, our Phylogenetic Operation updates the Genetic
Distance Matrix, recalculates the Phylogenetic Tree, and reanalyzes the individual lineages with
the reference lineage. In the case of the Genetic Distance Matrix, the update consists in removing
or adding rows or columns, depending on the addition or removal of individuals. The Phylogenetic
Tree, however, must be recalculated, since, for example, a small change in the population (like the
inclusion of a new individual) does not necessarily imply the mere addition of a node in the tree
or a slight change in a branch. It could mean a whole tree reconfiguration with respect to the tree
obtained in the previous iteration of our approach. Therefore, the lineages must be analyzed again,
using the updated tree.
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5 PHYLOGENETICS-AWARE SBSE FOR THE CASE OF PROCEDURAL CONTENT
GENERATION

Game Software Engineering (GSE) [7] is a branch of Software Engineering that focuses on the
development of video games. GSE work [14] tackles Procedural Content Generation (PCG). PCG
helps with the automation or semi-automation of content generation for video games (levels,
weapons, or items, to name a few).
Nowadays, most video games are developed by means of game engines. The term game engine

refers to a development environment that integrates a graphics engine and a physics engine as
well as a set of tools that wraps around them in order to accelerate development. The most popular
ones are Unity [75] and Unreal Engine [34], but it is also possible for a studio to make its own
specific engine.
Developers can create video game content directly using code (eg., C++) or software models [83].

On the one hand, the code allows developers to have more control over the content. On the other
hand, software models are much less bound to the underlying implementation and technology
and raise the abstraction level using terms that are much closer to the problem domain.
Our industrial partner Kraken Empire provided us with the Kromaia video game3. Kromaia is a

commercial 3D space shooter that was released on Playstation 4 and Steam. Each of the Kromaia
levels involves flying from a starting point to a certain destination, and the player spaceship must
reach the goal before being destroyed. The levels involve exploring floating structures, avoiding
asteroids, and finding items along the route, which is protected by basic enemies. If the player
manages to reach the destination, the boss corresponding to that level appears and must be defeated
in order to complete the level.
In the Kromaia case study, we focus on the generation of a specific type of video game content:

bosses. Video game bosses are powerful enemies that are typically confronted by the player at the
end of the levels. Bosses are usually significantly stronger than the rest of the adversaries included
in a video game. The bottom right part of Fig. 4 shows one of the bosses of Kromaia.
For this case study, our approach includes the elements shown in Fig. 2 as follows:
Input: The SBSE input is the set of final bosses that is included in the commercial version of

Kromaia. These bosses are seeds for generating new bosses. The Phylogenetic Input includes the
Reference Taxon and the the Primeval Taxon. The Reference Taxon is the boss selected by the
developers as being representative of what the new content should aim for, whereas The Primeval
Taxon is the first boss ever created for the video game of the case study. Fig. 4 shows examples of
a possible Reference Taxon (BOSS-A) and Primeval Taxon (BOSS-B) for the case of PCG.

3https://youtu.be/EhsejJBp8Go
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Population: An encoded boss from the video game of the PCG case study consists in a bi-
dimensional matrix, as shown in the top right part of Fig. 4: the columns correspond to the hulls
or solid objects that are included in the body; the rows refer to both the presence/absence of parts
with values of 1 and 0, respectively (e.g., weapons or weak points), as well as the relationships
between them. For instance, links establish the anatomical hierarchy of the boss.
In addition to the Reference and Primeval Taxa, the initialization of the population involves the

input set of final bosses and is complemented with a set of randomly generated encoded bosses.
Fitness: The fitness function used by the evolutionary algorithm included in our approach for

this case study is based on the results of simulated combats between a human player (agent) and
the boss being evaluated. The idea of including simulations within the fitness function has been
successfully used in previous Game Software Engineering works [14, 19], and, in fact, we use
the same fitness as that used in those works. The value given to a boss by this fitness function
depends on how close it is to optimal values, in terms of gameplay experience for the player given
by the developers with regard to the following aspects: player victory ratio, health level difference
between the contenders, and health level left in the case of the player once the combat is over.
Genetic Distance Measurement for the Phylogenetic Operation: In the context of the

PCG case study, the Phylogenetic Operation of our approach calculates the genetic distance as a
measure of the anatomical divergence.
The boss anatomy is part of an encoded boss, as shown in the top right part of Fig. 4. A boss

anatomy consists of a set of enabled hulls, whose inclusion/absence is encoded with binary values,
and a hierarchical structure for each hull defined by the index of the hull acting as its parent (or -1, if
it has no parent). Algorithm 1 shows the method used to calculate the distance between two bosses.
It works as a Euclidean distance-based measure that counts and accumulates differences with
regard to the tree-like graphs shown by the anatomies formed by the hull hierarchy of any given
pair of bosses. The algorithm consists of a heuristic technique that focuses on the main structural
differences found. The method goes through the anatomies that are compared. It highlights the
child count differences of those hulls, given a certain hierarchy level of depth, with the highest
number of descendants (in the right part of Algorithm 1, 𝑎′/𝑎′′ for the first level, and 𝑏′/𝑏′′, for the
second one), and obtains a value in the interval [0, 1]. First, using the root hulls of the anatomies
compared as starting points,𝑚𝑎𝑥 stores the total sum of descendants found recursively for the
two anatomies. This value is used in the final step of the algorithm in the quotient that calculates
the result. Second, an iterative inspection is conducted, starting with the roots of each level of
the anatomies, accumulating in 𝑑 the child count differences found in the hulls with the most
descendants (hence the most representative) of each level (𝑛1 and 𝑛2 ). Third, once the leaves
of the tree-like anatomy structures are reached, the number of differences taken into account is
divided by𝑚𝑎𝑥 in order to calculate the result. Kromaia includes boss characters that resemble an
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Algorithm 1 Distance algorithm for the anatomy graphs of two individuals in the PCG case study,
with an example.

Require: 𝑎𝑛𝑎𝑡𝑜𝑚𝑦1, 𝑎𝑛𝑎𝑡𝑜𝑚𝑦2
Ensure: 𝑑 = 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑎𝑛𝑎𝑡𝑜𝑚𝑦1, 𝑎𝑛𝑎𝑡𝑜𝑚𝑦2)

𝑑 ← 0
𝑟1 ← 𝑅𝑜𝑜𝑡 (𝑎𝑛𝑎𝑡𝑜𝑚𝑦1)
𝑟2 ← 𝑅𝑜𝑜𝑡 (𝑎𝑛𝑎𝑡𝑜𝑚𝑦2)
𝑚𝑎𝑥 ← 𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝐶𝑜𝑢𝑛𝑡 (𝑟1) +
𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝐶𝑜𝑢𝑛𝑡 (𝑟2)
𝑛1 ← 𝑟1
𝑛2 ← 𝑟2
while𝐶ℎ𝑖𝑙𝑑𝐶𝑜𝑢𝑛𝑡 (𝑛1) > 0 or 𝐶ℎ𝑖𝑙𝑑𝐶𝑜𝑢𝑛𝑡 (𝑛2) >
0 do

𝑛1 ← 𝐶ℎ𝑖𝑙𝑑𝑊 𝑖𝑡ℎ𝑀𝑜𝑟𝑒𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝑠 (𝑛1)
𝑛2 ← 𝐶ℎ𝑖𝑙𝑑𝑊 𝑖𝑡ℎ𝑀𝑜𝑟𝑒𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝑠 (𝑛2)
𝑑 ← 𝑑+ | 𝐶ℎ𝑖𝑙𝑑𝐶𝑜𝑢𝑛𝑡 (𝑛1) −

𝐶ℎ𝑖𝑙𝑑𝐶𝑜𝑢𝑛𝑡 (𝑛2) |
end while
𝑑 ← 𝑑/𝑚𝑎𝑥

MAIN HULL MAIN HULL

octopus, a serpent, or a space station, among others. For instance, a horse-shaped boss would be
closer to a dog-shaped one than an octopus.
Genetic Operations: The individuals of the population are used to create new ones by means

of single-point crossover. This operation takes two encoded individuals and selects a random
position that is used in those individuals. Then, a new individual is created that includes the genetic
material encoded in those individuals, until that position and after that position, respectively. The
designation of the individuals that are selected to be the parents of a new generation is done by
giving those with a higher fitness value a good probability of being selected [3].
There is another Genetic Operation that may randomly affect (with a certain probability) a

boss that is created through crossover: Mutation. Mutations involve the modification of values in
encoded individuals. Mutations could improve an individual or make it worse, but they are also
valuable as potential introductions to new, unexplored kinds of individuals.

6 PHYLOGENETICS-AWARE SBSE FOR THE CASE OF FEATURE LOCATION

Since our Phylogenetics-aware SBSE approach has been designed to be generic and is not only
applicable to video game content generation, we also apply our approach to a different software
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engineering task: Feature Location (FL) in software models. The term “feature” refers to a specific
functionality or characteristic of a product, and the goal of Feature Location (FL) is to identify the
elements that are associated with that specific functionality. To this end, it is essential [26, 42]
for developers to automatically find the elements of the system’s features, especially in industrial
contexts where a vast amount of software is accumulated over the years.
The goal of Feature Location (FL) in models is to identify the model fragment (i.e., set of model

elements) that is associated with that specific functionality. The upper part of Fig. 5 depicts a
product model excerpt that is taken from a real-world train of our industrial partner, Construcciones
y Auxiliar de Ferrocarriles (CAF) 4. CAF is a worldwide leader in train manufacturing that uses
models to generate the firmware that controls their trains. For the sake of understandability and
legibility (and intellectual property rights concerns), the example in the figure is a simplified
equipment-focused subset that uses the same graphical representation for all elements and omits
properties of the model elements. The model of Fig. 5 presents a braking system scenario where
the brake or the emergency brake is activated due to different situations in the train such as the
activation of a button in the cabin, and a failure in the circuit that collects energy from the rear
pantograph. The figure also presents an example of model fragment (i.e., set of model elements)
that implements the feature that comprises the activation of the emergency brake in case of
activation of the corresponding button in the cabin.
To address FL in models, evolutionary algorithms have obtained good results [31, 32, 56, 59].

The execution of these approaches requires as input both a search query that describes the feature
to be located in natural language and a set of software models where the feature must be located.
Then, the evolutionary algorithm iterates over a population of model fragments (i.e., individuals) to
generate new model fragments using genetic operations (e.g., the popular crossover and mutation).
Each model fragment of the population is assessed by a fitness function (e.g., similitude of a model
fragment to the input feature description). If the stop condition is met (usually a time slot, a fixed
number of generations, or a trigger value of the fitness), the algorithm will stop returning the
ranking of model fragments, which is sorted from the highest to the lowest fitness value.
Since companies often develop products that share a high degree of common functionalities [55],

the Phylogenetic Operation of our Phylogenetics-aware SBSE approach can identify the possible
lineage shared by the generated model fragments to keep or discard them. Thus, our approach
could enhance the results of FL that are obtained using an evolutionary algorithm. In order to apply
our Phylogenetics-aware SBSE approach in FL, we use the same elements that were described in
Fig. 2 as follows:

4www.caf.net/en
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Fig. 5. Example of a product model, model fragment, and encoding in the Feature Location case study.

Input: The SBSE input is both the search query, which is the feature description, and the
product models where the model fragment that realizes the feature description must be located.
The Phylogenetic Input is: the Reference Taxon that is a model fragment, which is representative
of the feature being located; and the Primeval Taxon that is a model fragment, which is the seed of
the feature being located. For example, the description of a feature being located in the context of
our industrial partner CAF is: activation of the emergency brake in case of failure in the circuit of
the rear pantograph. The Reference Taxon is the model fragment that comprises the following
elements of Fig. 5: 10, 13, 14, 17 and 22 (since these elements belong to a feature related to the
emergency brake). The Primeval Taxon comprises the model element 10 of Fig. 5 (since the model
fragment of the feature being located may include the emergency brake).
Population: The individuals of the population are model fragments. A model fragment is

encoded in a bit string to be easily manipulated. The bit string contains as many positions as
elements in the parent product model. Each position in the string has two possible values: 0, if
the element does not appear in the fragment; or 1, if the element does appear in the fragment.
The lower part of Fig. 5 shows the encoding of the model fragment highlighted in the upper part
of the figure. Since the model fragment comprises model elements: 1, 7, 8, 9, and 10, only the
corresponding positions in the encoding are set to ’1’.
The initial population of model fragments is generated from the input set of product models. To

do this, model elements of a product model are randomly extracted and added to a collection of
model fragments. We selected this random technique since it is commonly used in the SBMDE
community [32].
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Fitness: It assesses the relevance of each model fragment produced in relation to the provided
search query (feature description). To do this, we apply Latent Semantic Indexing (LSI) [39, 44] to
analyze the relationships between each model fragment in the population and the search query.
We selected LSI since this technique obtained the best results for FL tasks [81]. LSI constructs
vector representations of the query and a corpus of text documents (model fragments in this FL
context) by encoding them as a term-by-document co-occurrence matrix. Each row in the matrix
corresponds to terms, and each column corresponds to documents, followed by the query in the last
column. Each cell of the matrix holds the number of occurrences of a term inside a document or the
query. Once the matrix is built, it is normalized and decomposed into a set of vectors using a matrix
factorization technique called Singular Value Decomposition (SVD) [44]. With SVD, one vector
is obtained for each document and for the query. Finally, the similarities between each document
(model fragment) and the query are calculated as the cosine between their corresponding vectors.
As a result, a value between 0 and 1 is obtained for each model fragment. A value closer to 1
denotes a higher degree of similarity between a model fragment and the query.
Genetic Distance Measurement of the Phylogenetic Operation: To calculate the genetic

distance between two model fragments (where each model fragment is encoded using a bit string),
we use the popular distance measure that also appears within information retrieval: the Hamming
distance [16]. This measure obtains a value of 0 (when the model fragments compared are the same)
or a value of 𝑛 that represents the number of different model elements between the compared
model fragments.
Genetic operations: These operations are the same operations as those used in the case of

video game content generation (the widespread single-point crossover and random mutation). In
order to select those model fragments in which the genetic operations are applied (parents), the
fitness value is taken into account. Model fragments with high fitness values will have higher
probabilities of being chosen as parents for the next generation of the evolutionary algorithm.
This method for selecting the parents (the wheel selection mechanism) is one of the most common
choices [3].

7 EVALUATION

This section explains the evaluation of our work: the research questions that we aim to answer,
the evaluation process that is planned to answer the research questions, and the implementation
details. The evaluation process includes: two industrial case studies, their corresponding baselines,
quality and acceptance measurements, and statistical analysis.

7.1 ResearchQuestions

We aim to answer the following research questions:
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RQ1: How much is solution quality influenced using our Phylogenetics-aware SBSE approach
compared to the baselines?
RQ2: How much is the acceptance influenced using our Phylogenetics-aware SBSE approach com-

pared to the baselines?
These research questions deal with the case studies of Procedural Content Generation and

Feature Location. In each of these two case studies, we consider both our Phylogenetics-aware
SBSE approach and a baseline that uses SBSE without including Phylogenetics.

7.2 Planning and execution

Fig. 6 presents an overview of the process that is planned to answer the two research questions.
The evaluation process takes the data set provided by our industrial partners as input, as the upper
part of the figure shows.
For the PCG case study, Kraken Empire provided a data set that contains the five original final

bosses included in the commercial version of Kromaia. The definition of a character of this nature
in the video game of the PCG case study involves an average of 1000 constituents or parts.
For the Feature Location case study, CAF provided a data set that contains 121 feature descrip-

tions, the 23 product models where the model fragments should be located, and the approved
feature realization (i.e., the model fragment that corresponds to each feature) that will be consid-
ered to be the ground truth (oracle). Each product model is composed of more than 1200 model
elements on average.
As the middle part of Fig. 6 shows, the evaluation process not only includes the execution of

our Phylogenetics-aware SBSE for each case study, but also the execution of two corresponding
baselines to put the performance of our approach in perspective and to study the impact of the
results. Baseline1 uses the same evolutionary algorithm as our Phylogenetics-aware SBSE approach
but without including the Phylogenetic Operation. These SBSE approaches without Phylogenetics
have obtained the best results for PCG [14] and FL [28]. Even though the baselines do not include
the Phylogenetic Operation, the individuals of the Reference Taxon and the Primeval Taxon are
included in their populations to make a fair comparison, that is, both our Phylogenetics-aware
SBSE and the baselines have the same seeds to start the initial population. Baseline2 uses Hill
Climbing, which is a technique that has been compared with evolutionary algorithms in the context
of SBSE in the past [32]. Hill Climbing is a local search optimization algorithm that is simpler with
regard to the operations used than an evolutionary algorithm [67]. Therefore, it can be used to
measure the impact of a technique that does not need to manage an evolving, interacting solution
candidate population. There are some relevant aspects that separate an evolutionary algorithm
(used in our approach and Baseline1) from Hill Climbing (present in Baseline2):
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Fig. 6. The evaluation process followed in order to answer the research questions.

• An evolutionary algorithm produces new solution candidates by mixing independent progen-
itors that are selected for their good genetic value. In contrast, in Hill Climbing, the current
best solution candidate is tweaked in order to create a set of adjacent neighbors from which
a new, better candidate is selected. If it is found, all of the other neighbors are discarded after
that. In Baseline2, we have included the steepest variant of Hill Climbing, which generates
the whole encodable adjacent neighborhood of the current solution candidate in order to
compare how that baseline and Baseline1 explore the solution space in search of good results
in terms of thoroughness and effectiveness.
• When Hill Climbing reaches local optima as possible candidates, other potentially interesting
or better candidates cannot be reached. Since an evolutionary algorithm mixes the genetic

Manuscript submitted to ACM



24 Daniel Blasco et al.

material of the existing candidates in order to open new ways, it could possibly lead to
weaker descendants or better and more interesting results because of the risk/opportunity
duality given by the promotion of genetic diversity.

The lower part of Fig. 6 presents the elements that are planned to answer the two research
questions. RQ1 entails the measurements to report the solution quality that is obtained by both our
approach and the baselines. RQ1 also includes a statistical analysis in order to provide quantitative
evidence of the impact of the results and to show whether this impact is significant. RQ2 involves
a controlled experiment to obtain a report of acceptance measurements as well as a statistical
analysis. These elements are described in detail in the following subsections.

7.3 Quality Measurements in the Procedural Content Generation case study

This subsection explains the quality measurements that were accepted by the research community
in previous works [17] [14], which are used to measure the quality of the characters generated for
the game used. In the context of this video game, these criteria are calculated taking into account
that the characters produced (bosses) are evaluated by means of a set of simulated duels between
a human player and the bosses created.
Completion: In a game, the number of victories achieved by either the player or the boss should

be greater than the number of draws. 𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛 is defined as the ratio of victory conclusions
over the number of results (the sum of victories and draws):

𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛 =
𝑊𝑖𝑛𝑠

𝐷𝑢𝑒𝑙𝑠
(1)

Duration: Duels with an inadequate duration (too long or too short) are not desirable. An
optimal value for the duration of a game is relevant for the achievement of game experiences that
are neither too difficult to finish nor too trivial. The duration of the game is one of the criteria
presented in [6].
According to [14], the optimal time in a duel for a game like the case study is 10 minutes

(𝑇𝑂𝑝𝑡𝑖𝑚𝑎𝑙 ), and the maximum accepted time was estimated at around 20 minutes (2 · 𝑇𝑂𝑝𝑡𝑖𝑚𝑎𝑙 ).
Duels shorter than 𝑇𝑂𝑝𝑡𝑖𝑚𝑎𝑙 could be too easy, and duels longer than the maximum accepted time
make players lose interest. The criterion 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 is a measure of the average difference between
the duration of each duel (𝑇𝑑 ) and its optimal duration (𝑇𝑂𝑝𝑡𝑖𝑚𝑎𝑙 ):

𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑐𝑙𝑎𝑚𝑝 [0,1]

©­­­­«
1 −

𝐷𝑢𝑒𝑙𝑠∑
𝑑=1

|𝑇𝑂𝑝𝑡𝑖𝑚𝑎𝑙−𝑇𝑑 |
𝑇𝑂𝑝𝑡𝑖𝑚𝑎𝑙

𝐷𝑢𝑒𝑙𝑠

ª®®®®¬
(2)
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Uncertainty: A duel is more engaging for the player when the outcome remains uncertain for
as long as possible.𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 is maximized when the critical damage amount for the player or
the boss (𝑃𝑑 and 𝐵𝑑 , respectively) is reached right before the conclusion of the duel:

𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 = 𝑐𝑙𝑎𝑚𝑝 [0,1]

©­­­­«
1 −

𝐷𝑢𝑒𝑙𝑠∑
𝑑=1

𝑇𝑑−𝑚𝑖𝑛 (𝑃𝑑 ,𝐸𝑑 )
𝑇𝑑

𝐷𝑢𝑒𝑙𝑠

ª®®®®¬
(3)

Killer Moves: 𝐾𝑖𝑙𝑙𝑒𝑟𝑀𝑜𝑣𝑒𝑠 is greater when the number of killer moves (𝐾𝑑 by either the player
or the boss is higher than the total amount of highlight moves (𝐻𝑑 ) performed during a duel. In
the video game of the PCG case study, a highlight move is a remarkable action that decreases the
health of any of the contenders. In addition, a killer move is an action that causes the health gap
between the contenders to reach 30%:

𝐾𝑖𝑙𝑙𝑒𝑟𝑀𝑜𝑣𝑒𝑠 = 𝑐𝑙𝑎𝑚𝑝 [0,1]

©­­­­«
1 −

𝐷𝑢𝑒𝑙𝑠∑
𝑑=1

𝐾𝑑
𝐻𝑑

𝐷𝑢𝑒𝑙𝑠

ª®®®®¬
(4)

Permanence: 𝑃𝑒𝑟𝑚𝑎𝑛𝑒𝑛𝑐𝑒 is higher when the dominance given by significant moves is not
quickly reverted. In the video game of the PCG case study, a low 𝑃𝑒𝑟𝑚𝑎𝑛𝑒𝑛𝑐𝑒 would imply that the
advantage given by a highlight move or a killer move is cancelled by what the developers define
as recovery moves (𝑅𝑑 ), which would reduce an existing health level gap between the contenders:

𝑃𝑒𝑟𝑚𝑎𝑛𝑒𝑛𝑐𝑒 = 𝑐𝑙𝑎𝑚𝑝 [0,1]

©­­­­«
1 −

𝐷𝑢𝑒𝑙𝑠∑
𝑑=1

𝑅𝑑
𝐻𝑑+𝐾𝑑

𝐷𝑢𝑒𝑙𝑠

ª®®®®¬
(5)

Lead Change: In duels where there are no lead changes the player’s interest decreases. In the
context of the video game used in the PCG case study, the lead is designated by determining the
contender with the highest health level. This criterion is measured by calculating the relation
between the moves or actions that make the lead change during a duel (𝐿𝑑 ) and the highlight and
killer moves occurred.

𝐿𝑒𝑎𝑑𝐶ℎ𝑎𝑛𝑔𝑒 = 𝑐𝑙𝑎𝑚𝑝 [0,1]

©­­­­«
𝐷𝑢𝑒𝑙𝑠∑
𝑑=1

𝐿𝑑
𝐻𝑑+𝐾𝑑

𝐷𝑢𝑒𝑙𝑠

ª®®®®¬
(6)
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7.4 Quality Measurements in the Feature Location case study

For each execution of our approach and the corresponding baseline, a ranking of model fragments
is obtained as a result of locating a feature. To measure the quality of each solution, we compare
the first model fragment (i.e., the model fragment with the highest fitness value) against the oracle,
which is considered to be the ground truth. Once the comparison is performed, a confusion matrix
is calculated.
The confusion matrix is often used to describe the performance of a classification model on a

set of data (the best solution) for which the true values are known (from the oracle). In this case
study, a model fragment is obtained as a solution. Since the granularity is at the level of model
elements, it is considered to be a classification of the presence or absence of each model element.
The confusion matrix organizes the results of the comparison between the model fragment from
the oracle and the solution into four categories of values: (1) True Positive (TP) values, model
elements that are present in the model fragments of both the solution and the oracle; (2) False
Positive (FP) values, model elements that are present in the solution but absent in the oracle;
(3) True Negative (TN) values, model elements that are absent in both the solution and the oracle;
and (4) False Negative (FN) values, model elements that are absent in the solution but present in
the oracle.
From the values in the matrix, it is possible to extract measurements that evaluate the solution

quality of our approach and the baseline. Specifically, we derive the following three measurements,
which are widely accepted in the software engineering research community [30, 48, 69]: Recall,
Precision, and F-measure.
Recall measures the number of elements of the oracle that are correctly retrieved by the

proposed solution and is defined as:

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 (7)

Precision measures the number of elements from the solution that are correct according to the
oracle and is defined as:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 (8)

Finally, the F-measure corresponds to the harmonic mean of Precision and Recall:

𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 · 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 (9)

Recall values can range between 0% (which means that no single model element from the oracle
is present in the model fragment that is obtained as a solution) to 100% (which means that all of the
model elements from the oracle are present in the solution model fragment). Precision values can
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also range between 0% (which means that no model elements from the solution model fragment
appear in the oracle) to 100% (which means that all of the model elements from the solution model
fragment appear in the oracle). A model fragment with values of 100% in both Precision and Recall
implies that the model fragment is equal to the model fragment of the oracle.

7.5 Acceptance Measurement

This subsection presents the acceptance measure. In order to know the acceptance in the Procedural
Content Generation case study, five expert video game developers compared the game bosses
generated by our Phylogenetics-aware SBSE approach with bosses generated by the corresponding
baseline. In the sameway, in the case of Feature Location, three expert software engineers compared
the model fragments generated by our approach with the model fragments generated by the related
baseline.
The Theory of Planned Behavior (TPB) questionnaire [4] is used to compare the level of accep-

tance. The TPB questionnaire evaluates the most suitable dimensions for the acceptance study in
these case studies [64]. The three dimensions are the following: (1) Attitude refers to one’s degree
of favorableness or unfavorableness towards using an artifact; (2) Subjective norm defines and
measures the degree to which people think that others who are important to them think they
should use an artifact; and (3) Perceived behavioral control refers to one’s perceptions of constraints
on the use of an artifact. The TPB questionnaire (available in the Appendix) is composed of 14
questions, and each question is a Likert scale with values between 1 and 7. The comparison
processes were performed in the same way for both case studies, but with different artifacts and
experts. The artifacts belonged to two types: The artifacts obtained by means of our approach, and
those produced by the corresponding baseline. The comparison was performed as follows:

(1) First, artifacts of one type were shown to each expert. Then, the expert was asked to fill out
a TPB questionnaire to assess the acceptance of that type of artifact. Next, artifacts of the
other type were shown to the expert, and the corresponding TPB questionnaire was filled
out. The two types of artifacts (obtained by means of the baseline for the case study and the
corresponding version of our approach, respectively) were assigned to the expert randomly
to avoid the learning effect.

(2) Finally, a focus group was carried out with the experts to know their opinion about the
different types of artifacts.

In the PCG case study, the artifacts compared were video game bosses, and they were shown
to game developers, whereas for the FL case study, the artifacts were model fragments, and the
experts were software engineers.

Manuscript submitted to ACM



28 Daniel Blasco et al.

7.6 Implementation details

In order to implement the evolutionary algorithm, we have chosen the parameters that correspond
to those settings that are commonly used in the literature [13, 14, 18, 56, 60, 70]. For example, we set
the following parameters for the crossover and mutation operations: The top 10% of the individuals
of the population combine to form pairs that act as parents by means of crossover, and new
individuals may have their genetic material altered with a probability that is inversely proportional
to the encoding size. As suggested by Arcuri and Fraser [10] and confirmed in Kotelysanskii and
Kapfhammer [41], tuned parameters can outperform default values generally, but they are far
from optimal in individual problem instances. Therefore, the focus of this paper is not to tune
the value of the lineage thresold to improve the performance of the algorithms when applied to a
specific problem, but rather to compare the performance of the algorithms in terms of solution
quality and acceptance. Thus, we set the parameter to the midpoint between the Reference Taxon
and the Primeval Taxon as Subsection 4.1 described.
Moreover, we executed 30 independent runs (as suggested by Arcuri and Fraser [10]) to take into

account the random variation of the evolutionary algorithm in both our Phylogenetics-aware SBSE
approach and the baselines for each boss or feature: 5 (bosses) x 3 (approach and two baselines)
x 30 repetitions in the PCG case study, plus 121 (features) x 3 (approach and two baselines) x 30
repetitions in the FL case study, for a total of 11340 independent runs.
In this paper, we focus on the solution quality (i.e., obtaining a solution that is more similar to the

expected solution) instead of algorithm speed (or search effort). After running some prior tests for
our Phylogenetics-aware SBSE approach and the corresponding baselines in the two case studies in
order to determine the time to converge (and adding a margin to ensure convergence), we allocated
a fixed amount of wall-clock time (60 minutes) to stop the execution in the PCG case study since
the tests showed that, after 40 minutes, no further improvements occurred, and an additional 20
minutes were added to ensure convergence, in the same manner as previous works [14]. Similarly,
in the case of FL, we monitored the fitness of the best solution over several generations. There
was no significant improvement from 47 seconds on average, so the algorithm can be considered
converged. Hence, we allocated 80 seconds (adding a margin to ensure convergence as in previous
FL works [32]) to stop the execution in the FL case study. For the PCG case study, Baseline1
and Baseline2 execute an average of 1345 and 933 generations, respectively, and our approach is
capable of executing an average of 347 generations. In the FL case study, Baseline1 and Baseline2
are capable of executing an average of 161024 and 124440 generations, respectively, whereas our
approach is capable of executing an average of 10355 generations. We performed the execution
using an Intel Core i7-6700HQ processor (clock speeds 2.6 GHz and four cores) and 16 GB of RAM.
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The computer was running Windows 10 as the hosting Operative System and the Java(TM) SE
Runtime Environment (build 1.8.0_331).
To implement the Phylogenetic Tree inference used by the Phylogenetic Operation, we used an

implementation of T-Rex [15], which includes the Neighbor-Joining method, among others, and
receives Genetic Distance Matrices as input.
In order to implement the evolutionary algorithm in the PCG case study, we used Eclipse [33]

as the main IDE and the Java programming language. Additionally, the boss encoding data was
obtained from SDML models (SDML is a Domain-Specific Language for shooting games [14])
provided by Kraken Empire for each of the bosses that are commercially released in the video
game Kromaia.
To implement the evolutionary algorithm in the FL case study, we used the Eclipse Modeling

Framework [73] to manipulate the models. We also used OpenNLP [1] and the English (Porter2) as
the techniques to process the natural language of the models and feature descriptions. The fitness
function (LSI) was implemented using the Efficient Java Matrix Library (EJML [2]). The genetic
operations are built upon the Watchmaker Framework for Evolutionary Computation [27].
In the PCG case study, the developers of Kromaia provided the same boss definition files that

are included with the commercial version of the product.
Our open-source implementation of the approach, examples from the PCG data set, and the

CSV files used as input in all of the the statistical analyses are available here: https://doi.org/10.
5281/zenodo.13885161. The FL data set is limited by confidentiality agreements that we have with
the industrial partner. The trains of the data set are currently operating and under maintenance
contracts or will be released in the near future.

8 RESULTS

This section presents the results corresponding to RQ1 and RQ2 for each case study.

8.1 Results in the Procedural Content Generation case study

For this case study, the results compare the video game bosses produced by the PCG version of
our Phylogenetics-aware SBSE approach and the corresponding baselines. The boxplots in Fig. 7
depict the distribution of the mean results achieved by the five video game bosses produced in
our Phylogenetics-aware SBSE approach and the two baselines for each quality measurement
(completion, duration, uncertainty, killer moves, permanence, and lead change).
For each of the bosses, table 1 shows cells with the mean values obtained for every measurement

once all of the runs conclude in our approach and baselines. Besides the six quality measurements
used, the table shows an additional column with the overall average result of those six measure-
ments for each of the bosses in our approach and the baselines. The results show that the average
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Fig. 7. Quality measurements achieved in the Procedural Content Generation case study by our approach
and baselines.

Table 1. Procedural Content Generation case study: Mean Values and Standard Deviations obtained for
quality measurements. The measurements for which the average boss results obtained with

Phylogenetics-aware SBSE are comparable or better than those produced by the baselines, are highlighted.

Completion Duration Uncertainty Killer Moves Permanence Lead Change Overall

Phylogenetics-aware SBSE (PCG)

Boss 1 1 ± 0 0.18 ± 0.01 0.13 ± 0.05 0.93 ± 0.01 0.97 ± 0.01 0.11 ± 0.02 0.55 ± 0.01
Boss 2 1 ± 0 0.06 ± 0.01 0.13 ± 0.06 0.89 ± 0.01 0.95 ± 0.01 0.10 ± 0.03 0.52 ± 0.01
Boss 3 1 ± 0 0.24 ± 0.01 0.11 ± 0.05 0.96 ± 0.004 0.98 ±0.003 0.10 ± 0.01 0.56 ± 0.01
Boss 4 1 ± 0 0.37 ± 0.03 0.13 ± 0.06 0.88 ± 0.02 0.93 ± 0.01 0.23 ± 0.05 0.59 ± 0.01
Boss 5 1 ± 0 0.46 ± 0.02 0.40 ± 0.08 0.87 ± 0.01 0.91 ± 0.01 0.23 ± 0.05 0.64 ± 0.02

Baseline (PCG)

Boss 1 1 ± 0 0.18 ± 0.02 0.28 ± 0.12 0.72 ± 0.05 0.89 ± 0.02 0.33 ± 0.05 0.57± 0.02
Boss 2 1 ± 0 0.18 ± 0.04 0.20 ± 0.12 0.81 ± 0.04 0.94 ± 0.03 0.33 ± 0.08 0.58 ± 0.02
Boss 3 1 ± 0 0.24 ± 0.04 0.22 ± 0.14 0.76 ± 0.04 0.90 ± 0.02 0.37 ± 0.09 0.58 ± 0.03
Boss 4 1 ± 0 0.17 ± 0.02 0.23 ± 0.07 0.80 ± 0.03 0.92 ± 0.01 0.28 ± 0.05 0.57 ± 0.02
Boss 5 1 ± 0 0.21 ± 0.02 0.21 ± 0.14 0.74 ± 0.06 0.90 ± 0.04 0.34 ± 0.10 0.57 ± 0.02

Baseline (Hill Climbing)

Boss 1 1 ± 0 0.2 ± 0.01 0.12 ± 0.02 0.65 ± 0.02 0.86 ± 0.01 0.29 ± 0.02 0.52 ± 0
Boss 2 1 ± 0 0.19 ± 0.01 0.46 ± 0.06 0.69 ± 0.02 0.89 ± 0.02 0.29 ± 0.03 0.59 ± 0.01
Boss 3 0.99 ± 0.07 0.23 ± 0.03 0.35 ± 0.07 0.68 ± 0.06 0.86 ± 0.06 0.33 ± 0.04 0.58 ± 0.04
Boss 4 1 ± 0 0.3 ± 0.02 0.3 ± 0.05 0.66 ± 0.02 0.86 ± 0.01 0.34 ± 0.03 0.58 ± 0.01
Boss 5 1 ± 0 0.14 ± 0.01 0.09 ± 0.05 0.78 ± 0.01 0.93 ± 0.01 0.28 ± 0.04 0.54 ± 0.01

values obtained for the bosses in four of the six quality measurements are equivalent or higher
when our approach is applied, as highlighted in gray in Table 1. Therefore, taking into account
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the overall results present in Table 1, the use of Phylogenetics-aware SBSE does not prevent the
approach from obtaining quality values that are comparable to those achieved by the baselines.
Additionally, as shown by the results, there is a measurement (Completion) for which the values
achieved are maximum for every approach and boss studied. Those values stem from the intrinsic
dynamics of the duels in Kromaia: the effectiveness of the weapons used and the challenge for
an average player to evade combat lead to duel completion maximization within acceptable time
limits.
RQ1 answer (quality). The overall quality measurement (seventh column in Table 1) shows an
improvement that reaches 2% and 7% over Baseline1 for the fourth and fifth bosses, respectively.
For the rest of the bosses, it is 2% lower in average. In the case of Baseline2 and the overall
quality measurement, there is an improvement of 3%, 1%, and 10% for the first, fourth and fifth
bosses, respectively. For the two other bosses, it is 4.5% lower in average. With regard to the six
specific quality measures, there are three of them for which our approach always improves the
average results obtained by the baselines: Those measures are highlighted in Table 1.

The results must be properly compared and analyzed using statistical methods in order to
determine whether the differences between our Phylogenetics-aware SBSE approach and the
baselines are significant. To do this, we aim to provide formal evidence by following the guidelines
presented in [9].
A statistical test should then be run to assess whether there is enough empirical evidence to

claim that there are differences between the baselines and our approach. It is accepted by the
research community that a 𝑝-𝑉𝑎𝑙𝑢𝑒 under 0.05 implies statistical significance [9].
Our analysis requires the usage of non-parametric techniques since our data might not follow a

normal distribution. There are several tests for analyzing this kind of data. However, the Quade
test is more powerful than other tests when working with real data [24, 35] and when the number
of compared algorithms is low (no more than four or five algorithms). Moreover, the Quade
test has also been used by previous SBSE approaches [46]. For each quality measurement, we
record a Quade test 𝑝-𝑉𝑎𝑙𝑢𝑒 by considering the mean results achieved by the five video game
bosses produced in our Phylogenetics-aware SBSE approach and the two baselines. The Quade
test 𝑝-𝑉𝑎𝑙𝑢𝑒𝑠 are smaller than 0.05 for all of the quality measurements except Completion. Hence,
we can state that there are differences between our approach and the two baselines for all of the
quality measurements except for completion.
We also perform an additional Holm’s post hoc analysis to individually compare our approach

to each of the baselines, determining whether statistically significant differences exist. The upper
part of Table 2 shows the 𝑝-𝑉𝑎𝑙𝑢𝑒𝑠 of Holm’s post hoc analysis after comparing the mean results
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achieved by the five video game bosses produced in our Phylogenetics-aware SBSE approach with
each baseline for each quality measurement.

Table 2. Procedural Content Generation case study: Holm’s post hoc 𝑝-𝑉𝑎𝑙𝑢𝑒𝑠 and 𝐴12 effect size.

Completion Duration Uncertainty Killer Moves Permanence Lead Change Overall
Holm’s post hoc 𝑝-𝑉𝑎𝑙𝑢𝑒𝑠

Phylogenetics-aware SBSE vs Baseline1 (SBSE) − ≪ 2 × 10−16 ≪ 2 × 10−16 ≪ 2 × 10−16 ≪ 2 × 10−16 ≪ 2 × 10−16 3.5 × 10−5

Phylogenetics-aware SBSE vs Baseline2 (HC) 0.32 ≪ 2 × 10−16 ≪ 2 × 10−16 ≪ 2 × 10−16 ≪ 2 × 10−16 ≪ 2 × 10−16 ≪ 2 × 10−16

𝐴12 effect size
Phylogenetics-aware SBSE vs Baseline1 (SBSE) 0.5 1 0.2323 1 1 0 0.6272
Phylogenetics-aware SBSE vs Baseline2 (HC) 0.5025 1 0.0137 1 1 0.0027 0.9801

RQ1 answer (𝑝-𝑉𝑎𝑙𝑢𝑒𝑠).The 𝑝-𝑉𝑎𝑙𝑢𝑒𝑠 of Holm’s post-hoc analysis for the pair-wise comparison
of our approach and each baseline in the overall is lower than the corresponding significance
threshold value (0.05), so the difference is significant.

To determine how much the performance is influenced by using our Phylogenetics-aware SBSE
approach, it is important to assess (through effect size measures) how much the solution obtained
by our approach improves the quality of the solution obtained by the baseline (the magnitude of
the improvement) in the case study. For non-parametric effect size measurements, we use Vargha
and Delaney’s 𝐴12 [78]. 𝐴12 measures the probability that running one approach yields higher
values than running another approach. With the 𝐴12 statistic, the approaches are compared in
pairs (A vs B).
If the𝐴12 statistic obtains a value greater than 0.5, the comparison will be in favor of A. If the𝐴12

statistic obtains a value lower than 0.5, the comparison will be in favor of B and 1-𝐴12 will be used
to interpret the magnitude of effect. According to the guidelines for interpreting 𝐴12 values [78],
the 𝐴12 value of 0.5 means that the two approaches are equivalent (no effect). The 𝐴12 value of
0.56 means a small effect in the magnitude of improvement, 0.64 means a medium effect, and 0.71
means a big effect. For example, a value of 𝐴12 = 0.67 means that, in 67% of the runs, A would
obtain better results than A and that the effect on the magnitude of improvement is medium.
The lower part of Table 2 shows the 𝐴12 values considering the mean results achieved by the

five video game bosses produced in our Phylogenetics-aware SBSE approach and each baseline
for all of the quality measurements. As the 𝐴12 values of the table show, our approach is equal or
outperforms Baseline1 (SBSE) in four quality measurements (Completion, Duration, Killer Moves,
and Permanence). Specifically, in three of these quality measurements (Duration, Killer Moves,
and Permanence), the 𝐴12 values (1) show a big effect on the magnitude of improvement (i.e., our
approach outperforms Baseline1 in 100% of the runs). This is observed in the same manner for
those measurements in the case of Baseline2 as well.
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RQ1 answer (𝐴12). The 𝐴12 value in the overall results between Phylogenetics-aware SBSE
and Baseline1(SBSE) is 0.6272. This indicates that our approach (which includes Phylogenetics)
obtains better results than Baseline1(SBSE) in 62.72% of the runs. The 𝐴12 value in the overall
results between Phylogenetics-aware SBSE and Baseline2 (HC) is 0.9801. This indicates that our
approach obtains better results in 98.01% of the runs.

In the context of RQ2, the boxplots in Fig. 8 depict the distribution of the results that are obtained
from the five expert video game developers for each of the 14 questions of the TPB questionnaire
in the Procedural Content Generation case study. The bottom part of the figure highlights the
dimension to which each question belongs (e.g., Questions 1-5 belong to the Attitude dimension).
The value for Perceived Behavioral Control, Subjective Norm, and Attitude for each expert are

represented by the mean score calculated for each respective measure. For example, the Attitude
score for Expert 1 corresponds to the average of his responses to questions 1 through 5, as these
questions specifically assess Attitude. These values are calculated in the same way for both case
studies (Procedural Content Generator and Feature Location).
Table 3 shows the mean values that are obtained by each expert using our approach and baselines

considering each dimension of the TPB questionnaire: Attitude (Questions 1-5), Subjective norm
(Questions 6-8), and Perceived behavioral control (Questions 9-14). Also, the bottom rows of the
table show the mean values and standard deviations considering all of the experts as well as the
mean values and percentages for acceptance.
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Fig. 8. Results of the TPB questionnaire in our approach and baselines in the Procedural Content Generation
case study.

RQ2 answer (Acceptance). Our Phylogenetics-aware SBSE approach obtains an improvement
over Baseline1 and Baseline2, respectively, of 30.15% and 23.34% considering the mean value of
the three dimensions in our approach (4.38), in Baseline1 (2.27), and in Baseline2 (2.74).
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Table 3. Procedural Content Generation case study: Data and Means for acceptance (AT=Attitude,
SN=Subjective norm,PBC=Perceived behavioral control).

Phylogenetics-aware
SBSE

Baseline1 (SBSE) Baseline2 (HC)

AT SN PBC AT SN PBC AT SN PBC
Expert 1 6.20 6.00 5.00 2.60 2.67 3.17 2.60 1.66 1.50
Expert 2 4.00 4.00 4.33 2.00 2.00 3.83 2.40 1.33 3.00
Expert 3 4.40 2.33 4.50 1.80 1.67 2.83 3.40 3.33 4.00
Expert 4 6.60 2.67 6.00 1.00 1.00 3.50 5.00 1.00 5.33
Expert 5 4.00 2.00 3.67 2.00 2.00 2.67 2.00 2.66 2.00
Mean 5.04 3.40 4.70 1.88 1.73 3.20 3.08 1.99 3.17
Dev standard 1.26 1.64 0.87 0.58 0.64 0.48 1.19 0.97 1.54
Mean Acceptance 4.38 (62.57%) 2.27 (32.42%) 2.74 (39.23%)

In order to determine whether the differences are significant, we applied the steps shown in [77]
to decide the statistical analysis strategy. First, we studied the normality of the samples. Following
the recommendations of [52] for small sample size, we used the Saphiro-Wilk test. The test showed
that the samples follow the normal distribution. Then, we applied parametric methods: an ANOVA
test where Attitude, Subjective norm, and Perceived behavioral control are the dependent variables
and the approach (Phylogenetics-aware SBSE, Baseline1 ,or Baseline2) is the independent variable.

RQ2 answer (ANOVA test). The ANOVA test shows that the 𝑝-𝑉𝑎𝑙𝑢𝑒 is greater than 0.05 for
Subjective norm (0.067), Perceived behavioral control (0.089), and is less than 0.05 for Attitude
(0.002), which means that there is significant difference for the Attitude dimension of acceptance.
We conducted a post-hoc test to determine the significant difference between the three ap-
proaches for the Attitude dimension. We used the Tukey test as recommended by [77] when
an ANOVA is applied for statistical analysis. The results indicate that there are significant
differences (p-Value less than 0.005), between Phylogenetics-aware SBSE and Baseline1 (p =
0.001) and between Phylogenetics-aware SBSE and Baseline2 (p = 0.031). In contrast, there is no
significant difference between Baseline1 and Baseline2 (p = 0.211).

In order to know how much acceptance is influenced using our approach compared to the
baselines, we calculate the effect size using Eta-squared. We use the Eta-squared value following
the recommendations of [23] for the ANOVA test. The value that is obtained as a result of
multiplying the Eta-squared value by 100 indicates the percentage of variance in the dependent
variable explained by the independent variable [76]. The interpretation is the following: between
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0.01 and 0.06 is a small effect; between 0.06 and 0.14 is a medium effect; and more than 0.14 is a
large effect [63].

RQ2 answer (Eta-squares). The Eta-squared values are 0.656 for Attitude, 0.332 for Subjective
norm, and 0.363 for Perceived behavioral control. These results for the effect size show that
the magnitude of the differences are large for the three dimensions of acceptance, in favor of
Phylogenetics-aware SBSE.

8.2 Results in the Feature Location case study

Fig. 9 depicts the distribution of the FL results achieved in our Phylogenetics-aware SBSE approach
and the baselines in boxplots for all of the quality measurements (Recall, Precision, and F-measure).
The upper part of Table 4 shows the mean values and standard deviations of Recall, Precision, and
F-measure. The best values for each measure obtained in our Phylogenetics-aware SBSE approach
are highlighted in gray in the table.
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Fig. 9. Quality measurements achieved in the Feature Location case study by our approach and baselines

RQ1 answer (quality). The results reveal that our approach (using the Phylogenetic Operation
in the Feature Location case study) outperforms the baselines in the three quality measures
(Recall, Precision, and F-measure). Our approach obtains 60.20% in F-measure, whereas Baseline1
(SBSE) obtains 28.97%, which implies an an improvement of up to 31.23% over Baseline1.
Baseline2 (HC) obtains 31.51%, which means that the improvement over Baseline2 reaches
28.69%.
As described in the PCG case study, we perform the Quade test and the Holm’s post hoc analysis.

We record a Quade test 𝑝-𝑉𝑎𝑙𝑢𝑒 by considering the results achieved in each quality measurement
(recall, precision, F-measure) in our Phylogenetics-aware SBSE approach and in each of the two
baselines. For all of the quality measurements, the Quade test 𝑝-𝑉𝑎𝑙𝑢𝑒 is≪ 2.2 × 10−16 (smaller
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Table 4. Feature Location case study: For each measure, the mean results and standard deviations of the
features, Holm’s post hoc 𝑝-𝑉𝑎𝑙𝑢𝑒𝑠 and 𝐴12 effect size.

Recall Precision F-measure
Mean ± (𝜎)

Phylogenetics-aware SBSE (our ap-
proach)

70.69 ± 13.87 55.01 ± 14.72 60.20 ± 11.18

Baseline1 (SBSE) 34.32 ± 14.43 30.96 ± 15.35 28.97 ± 12.43
Baseline2 (HC) 36.69 ± 18.08 35.20 ± 17.21 31.51 ± 14.78

Holm’s post hoc 𝑝-𝑉𝑎𝑙𝑢𝑒𝑠
Phylogenetics-aware SBSE vs Baseline1
(SBSE)

≪ 2 × 10−16 ≪ 2 × 10−16 ≪ 2 × 10−16

Phylogenetics-aware SBSE vs Baseline2
(HC)

≪ 2 × 10−16 ≪ 2 × 10−16 ≪ 2 × 10−16

𝐴12 effect size
Phylogenetics-aware SBSE vs Baseline1
(SBSE)

0.9657 0.8718 0.9698

Phylogenetics-aware SBSE vs Baseline2
(HC)

0.9295 0.8060 0.9376

than the threshold value 0.05). Hence, we can state that there are differences between our approach
and the two baselines in all of the quality measurements. The middle part of Table 4 shows the
Holm’s post hoc 𝑝-𝑉𝑎𝑙𝑢𝑒𝑠 that are obtained as a result of comparing our approach with each
baseline.
RQ1 answer (𝑝-𝑉𝑎𝑙𝑢𝑒𝑠). All Holm’s post hoc 𝑝-𝑉𝑎𝑙𝑢𝑒𝑠 are lower than the corresponding
significance threshold value (0.05) for all of the quality measurements when our approach is
compared to Baseline1 (SBSE) and to Baseline2 (HC), so the differences are significant.

In order to know how much performance is influenced in terms of the solution quality of our
approach over the baseline, we use the 𝐴12 statistic as used in the PCG case study. The lower part
of Table 4 shows the 𝐴12 values that are obtained by comparing the results of our approach with
each baseline in the three performance measures (recall, precision and F-measure).

RQ1 answer (𝐴12). According to the 𝐴12 values, our approach outperforms the baselines with
a large effect on the magnitude of improvement in all of the quality measurements. In 96.98%
and 93.76% of the runs, our approach obtains better results in F-measure than Baseline1 (SBSE)
and Baseline2 (HC), respectively.
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With regard to RQ2, the boxplots in Fig. 10 depict the distribution of the results that are obtained
from the three expert software engineers for each of the 14 questions of the TPB questionnaire in
our approach, Baseline1 (SBSE), and Baseline2 (HC) of the Feature Location case study.
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Fig. 10. Results of the TPB questionnaire in our approach, Baseline1 (SBSE) and Baseline2 (HC) in the
Feature Location case study

Table 5 shows the mean values that are obtained by each expert in our approach and baseline in
the Feature Location case study considering each dimension of the TPB questionnaire: Attitude
(Questions 1-5), Subjective norm (Questions 6-8), and Perceived behavioral control (Questions
9-14). The bottom rows of the table show the mean values and standard deviations considering all
of the experts as well as the mean values and percentages for acceptance.

Table 5. Feature Location case study: Data and Means for acceptance (AT=Attitude, SN=Subjective norm,
PBC=Perceived behavioral control).

Phylogenetics-aware
SBSE

Baseline1 (SBSE) Baseline2 (HC)

AT SN PBC AT SN PBC AT SN PBC
Expert 1 6.80 5.33 6.33 5.80 4.00 4.33 4.80 2.66 4.00
Expert 2 7.00 5.33 6.16 5.20 4.00 4.50 4.20 3.33 4.16
Expert 3 6.20 5.00 6.16 5.00 4.00 4.83 4.40 3.00 4.16
Mean 6.66 5.22 6.21 5,33 4.00 4.55 4.47 2.99 4.11
Dev standard 0.41 0.19 0.01 0,42 0.00 0.25 0.30 0.33 0.09
Mean Acceptance 6.03 (86.14%) 4.62 (66.00%) 3.85 (55.00%)
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RQ2 answer (Acceptance).Our phylogenetics-aware SBSE approach achieves an improvement
over Baseline1 and Baseline2 of 20.14% and 31.14%, respectively, considering the mean value of
the three dimensions in our approach (6.03), in Baseline1 (4.62), and in Baseline2 (3.85).

In order to determine whether the differences are significant, we applied the steps shown in [77]
to decide the statistical analysis strategy. First, we studied the sample normality. Following the
recommendations of [52] for small sample size, we employed the Saphiro-Wilk test. The test
showed that the samples might not follow the normal distribution. Then, according to [77], we
applied a non-parametric method: the Kruskall-Wallis test. In the Kruskall-Wallis test, the Attitude,
Subjective norm, and Perceived behavioral control are the dependent variables and the approach
(Phylogenetics-aware SBSE, baseline1 ,or baseline2) is the independent variable.

RQ2 answer (Kruskall-Wallis). The Kruskall-Wallis test shows that the 𝑝-𝑉𝑎𝑙𝑢𝑒 is less than
0.05 for two dimensions of acceptance: Attitude (0.027) and Perceived behavioral control (0.026).
On the other hand, for the Subjective norm dimension, the significance value was greater than
0.05 (0.054). Thus, there are significant differences between our approach and the baseline in two
dimensions of acceptance. We conducted a post-hoc test to determine the significant difference
between the three approaches for Attitude and Perceived behavioral control dimensions. We
used Wilcoxon test for pairwise comparison as recommended by [77]. The results indicate that
there are significant differences (p-Value less than 0.05), between Phylogenetics-aware SBSE
and Baseline2 for Perceived behavioral control (p = 0.020) and Attitude (0.022). In contrast, there
is no statistical significance among the other pairwise comparisons.

In order to know how much acceptance is influenced using our approach compared to the
baselines, we calculate the effect size using Eta-squared. We use the Eta-squared value following
the recommendations of [76] for the Kruskall-Wallis test.

RQ2 answer (Eta-squares). The Eta-squared values are 0.876 for Attitude, 0.640 for Subjective
norm, and 0.886 for Perceived behavioral control . These results for the effect size show that
the magnitude of the differences are large for the three dimensions of acceptance, in favor of
Phylogenetics-aware SBSE.

9 DISCUSSION

Our results have confirmed that utilizing our Phylogenetic Operation pays off in SBSE for the PCG
and FL cases. We analyzed the results in order to understand why Phylogenetics-aware SBSE is
powerful enough to outperform the results of the baselines.
The results provided by our approach are closer to the results expected by the domain experts.

This is because our Phylogenetic Operation mitigates problems that are present in the baselines.
For instance, in the case of PCG, it could be thought at first that generating quality content is the
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key to success. However, in the context of video games, the alignment of the content with the
vision of the developers is critical. The quality content that does not fit the rest of the content
of the video game is not useful. If lineage is promoted, as our Phylogenetic Operation does, the
results are more aligned with the vision of the developers. This could mean the difference that
makes them include or discard the content in their video games.
Another example would be that, in the case of FL, both ‘PLC’ and ‘COSMOS’ are terms that refer

to an on-board programmable controller. The baselines fail to establish these relations among the
terms. Therefore, if the feature description does not include the same terms that are included in
the models (vocabulary mismatch), the baselines will not include model elements with those terms
even if they are part of the expected solution. In contrast, our approach includes model elements
even if their terms do not appear in the feature description, thanks to the Phylogenetic Operation,
which uses the Primeval and Reference Taxa. The same phenomenon occurs when the feature
description omits relevant terms (tacit knowledge).
Furthermore, we ran a focus group to obtain feedback from the five domain experts in the field

of Game Software Engineering for the PCG case study. This focus group dealt with the following
open questions: (1) What do you think of the bosses that are generated with the two approaches?;
and (2) Why would you choose the bosses that are generated with one approach over the other?
The domain experts of the PCG case study focus group stated that the Phylogenetics-aware SBSE

is better than the baselines, even if they consider that, in some cases, neither approach produced
optimal results. They even preferred those results that were produced by our Phylogenetics-aware
SBSE approach with quality values that were lower than those generated by the baselines. In
fact, they mentioned that such results, which had lower quality but were aligned with their
expectations, could be used as secondary characters in video games, whereas the results produced
by the baselines would not be used regardless of their quality. In order to improve the results
provided by our Phylogenetics-aware SBSE, the experts discussed which elements they considered
to be neglected in the bosses generated. This kind of discussion could be an opportunity for a
refinement of the distance measurement; then, the approach could be iterated in the hope that the
results improve.
The two baselines search for good results relying on a fitness criterion and quality measures

that do not contain information regarding developer vision alignment through lineages, which
our approach does by leveraging Phylogenetics. In addition, Baseline2 does not promote genetic
diversity, which leads to solution candidates that are too similar to the original content studied.
In addition, we also ran a focus group to acquire feedback from the three domain experts of our

industrial partner in the FL case study. Specifically, the focus group was made up of the following
open questions: (1) What do you think of the features that are located with the two approaches?;
and (2) Why would you choose the features that are located with one approach over the other?
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The domain experts stated that automatically obtaining model fragments from the feature de-
scription is beneficial to perform Feature Location tasks. Although the domain experts acknowledge
that all of the model fragments were incomplete and/or included mistakes, there was a consensus
among the domain experts that the model fragments that were obtained by the Phylogenetics-
aware SBSE approach were more complete and included more relevant model elements than those
obtained by the baseline. Another aspect that the domain experts highlighted as an advantage
of the approach is that it not only provided a feature description as input, but it also provided a
Primeval and a Reference model fragment. These new inputs prevent the resulting model fragments
from containing model elements that are not related to the feature being located just because these
model elements share terms with the feature description.
For example, in order to locate a feature that is related to the emergency brake, the baseline

includes the brake model element without the emergency properties in the model fragment that is
obtained as a result because the term ‘Brake’ is shared. This is not the case with our Phylogenetics-
aware SBSE approach, since the Phylogenetic Operation of our approach discarded those model
fragments with the ‘Brake’ model element (and keeps model fragments with the ‘Emergency Brake’
model element). For this reason, the domain experts mentioned that they would choose the model
fragments that are located by means of the Phylogenetics-aware SBSE approach instead of the
model fragments that are located using the baseline.

10 THREATS TO VALIDITY

In this section, we describe the mitigated threats to validity or threats that we could not avoid. We
use the classification of threats to validity for the case study research in software engineering of
[66]. This classification distinguishes the following four aspects of validity:
Construct validity: This aspect of validity reflects to what extent the operational measures that

are studied really represent what the researcher has in mind and what is investigated according to
the research questions. The Author bias threat appears if the researchers that define the artifacts
can subjectively influence the obtainment of the results that they are looking for. To mitigate this
threat regarding acceptance, the well-known TPB questionnaire was used. With regard to the
quality measurements, we have used measurements used in previous works [17] [14] [30]. The
Mono-operation bias threat appears when the experiment includes, for instance, a single treatment.
Our work was affected by this threat since we worked with only two case studies in two domains.
The generalization of results to other contexts should be made with caution.
Internal validity: This aspect of validity is of concern when causal relations are examined.

When the researcher wants to know whether one factor affects a factor being investigated, there
is a risk that the investigated factor is also affected by a third factor. The Selection threat appears
when outcomes of the experiment may depend on the type of subjects. With regard to acceptance,
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the work was affected by this threat since all of the subjects were recruited based on their work
experience. Work history or jobs performed by the subjects may also influence the results. The
Instrumentation threat is the effect caused by the artifacts that are used for the execution of an
experiment. With regard to the quality measurements, this threat was mitigated by using data sets
from both the PCG case study and the FL case study, which were extracted from real contexts.
External validity: This aspect of validity is concerned with to what extent it is possible to

generalize the findings, and to what extent the findings are of interest to other people outside the
investigated case. The Statistical Power threat appears when the data is not enough to generalize
results. With regard to the acceptance study, the number of subjects is not sufficient to generalize
results. However, it is important to note that the role of the subjects (software engineers and game
developers) makes an interesting contribution in an area where most experiments are conducted
with students [29]. The Influence of the Domain threat appears when the findings depend on a
specific domain. This paper is affected by this threat because it analyzes two specific examples
from two domains. To increase generalization, it would be interesting to discuss other examples
and other domains.
Reliability: This aspect is concerned with to what extent the data and the analysis are dependent

on the specific researchers. Hypothetically, if another researcher conducted the same study later on,
the result should be the same. The Data Collection threat appears when data collection is not done
in the same way throughout the different sessions. This threat was minimized because the steps
were identical in the the comparison between the approaches, and it is a replicable process. The
Completion Data threat appears when there is some missing data after the data collection process.
This threat was mitigated because each of the data captures and data processing performed by one
researcher were checked and validated by another researcher.

11 CONCLUSION

Phylogenetics belongs to the field of Biology and is intended to study the relationships between
living or fossil organisms. Our research of the literature does not reveal past works that have
applied Phylogenetics to the field of Software. This work harnesses Phylogenetics in order to
make it beneficial for Software Engineering in SBSE cases like the PCG and FL subfields from our
case studies. In fact, one of our contributions is a novel Phylogenetic Operation, which proposes
the idea of lineage alignment to produce better results in SBSE. Our results show that, besides
improving solution quality, it is possible to improve the acceptance by domain experts of the
solutions generated. At least in the cases like PCG and FL, most past works focus on solution
quality and neglect solution acceptance. Solution acceptance may make the difference regarding
the use of results in industrial environments, as emphasized by the focus groups which we have
run.
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We think that this work provides opportunities for the Software Engineering research community.
In the context of the SBSE community, our Phylogenetic Operation could be the first of many
others to come. We are looking forward to seeing how a new catalog of Phylogenetic operations
flourishes when the community continues the development of Phylogenetic ideas for their use
in Software. In addition, our ideas could be developed and used in other stages of the process:
in the input, helping the domain expert choose the seeds that the algorithm is fed with; in the
output, assisting with decision making; or in the definition of objectives in the fitness function.
Besides that, we do not think that the potential is constrained to SBSE. Other Software Engineering
research communities could take inspiration from this work in order to explore new ways of
re-ingeneering Software Product Lines or Repository mining. We hope that this work brings
the attention of the scientific community to what could be called Phylogenetics-aware Software
Engineering, with the expectation of more benefits for Software Engineering.
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A THEORY OF PLANNED BEHAVIOR (TPB) QUESTIONNAIRE

This appendix shows the questions from the TPB questionnaire used for the PCG and FL case
studies. Questions 1 to 5 assess Attitude, questions 6 to 8 assess Subjective norm, and questions 9
to 14 assess Perceived behavioral control. Each question is a Likert scale with values ranging from
1 to 7.
TPB questionnaire for the PCG case study:

(1) The use of this type of bosses for the development of my video games would be:
(bad) 1 2 3 4 5 6 7 (good)

(2) The use of this type of bosses for the development of my video games would be:
(negligent) 1 2 3 4 5 6 7 (desirable)

(3) The use of this type of bosses for the development of my video games would be:
(unfavorable) 1 2 3 4 5 6 7 (favorable)

(4) The use of this type of bosses for the development of my video games would be:
(harmful) 1 2 3 4 5 6 7 (beneficial)

(5) The use of this type of bosses for the development of my video games would be:
(negative) 1 2 3 4 5 6 7 (positive)
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(6) The video game developers I know would use these bosses in their video games
1 2 3 4 5 6 7

(7) The video game developers who are important to me would like me to use these bosses in
my games

1 2 3 4 5 6 7
(8) The video game developers I value would prefer that I use these bosses in my games

1 2 3 4 5 6 7
(9) I would be able to use these bosses in my game successfully

1 2 3 4 5 6 7
(10) I have the resources, skill, and knowledge to use these bosses in my game

1 2 3 4 5 6 7
(11) Given the possibility to use these bosses in my game, it would be the easiest for me to use

these bosses in my game
1 2 3 4 5 6 7

(12) If I have to develop a game with this type of bosses, I would not hesitate to use them
1 2 3 4 5 6 7

(13) I am confident in using this type of bosses to develop a game
1 2 3 4 5 6 7

(14) To develop this type of video games, I would use these bosses before any other
1 2 3 4 5 6 7

TPB questionnaire for the FL case study:

(1) The use of this type of features automatically located for software maintenance would be:
(bad) 1 2 3 4 5 6 7 (good)

(2) The use of this type of features automatically located for software maintenance would be:
(negligent) 1 2 3 4 5 6 7 (desirable)

(3) The use of this type of features automatically located for software maintenance would be:
(unfavorable) 1 2 3 4 5 6 7 (favorable)

(4) The use of this type of features automatically located for software maintenance would be:
(harmful) 1 2 3 4 5 6 7 (beneficial)

(5) The use of this type of features automatically located for software maintenance would be:
(negative) 1 2 3 4 5 6 7 (positive)
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(6) The engineers I know would use these model fragments in their corresponding maintenance
tasks

1 2 3 4 5 6 7
(7) The engineers who are important to me would like me to use these model fragments during

maintenance tasks
1 2 3 4 5 6 7

(8) The engineers who are important to me would like me to use these model fragments
1 2 3 4 5 6 7

(9) I would be able to use these model fragments successfully
1 2 3 4 5 6 7

(10) I have the resources, skill, and knowledge to use these model fragments during maintenance
tasks

1 2 3 4 5 6 7
(11) Given the possibility to use these model fragments, it would be the easiest for me to use

these model fragments in my maintenance tasks
1 2 3 4 5 6 7

(12) If I have to locate features that correspond to these model fragments, I would not hesitate to
use them

1 2 3 4 5 6 7
(13) I am confident that I can use these model fragments to maintain their corresponding features

in a product
1 2 3 4 5 6 7

(14) To locate features, I would use these model fragments before any other
1 2 3 4 5 6 7

Manuscript submitted to ACM


	Abstract
	1 Introduction 
	2 Related Work
	2.1 Search-based Software Engineering Related Works
	2.2 Procedural Content Generation from Game Software Engineering Related Work
	2.3 Feature Location from Software Maintenance Related Work

	3 Phylogenetics Background
	4 Leveraging Phylogenetics in the context of Search-based Software Engineering
	4.1 Phylogenetic Input
	4.2 Phylogenetic Operation

	5 Phylogenetics-aware SBSE for the Case of Procedural Content Generation
	6 Phylogenetics-aware SBSE for the Case of Feature Location 
	7 Evaluation
	7.1 Research Questions
	7.2 Planning and execution
	7.3 Quality Measurements in the Procedural Content Generation case study
	7.4 Quality Measurements in the Feature Location case study
	7.5 Acceptance Measurement
	7.6 Implementation details

	8 Results
	8.1 Results in the Procedural Content Generation case study
	8.2 Results in the Feature Location case study

	9 Discussion
	10 Threats to validity
	11 Conclusion
	Acknowledgments
	References
	A Theory of Planned Behavior (TPB) Questionnaire

