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Abstract
Background Video games are complex projects that involve a
seamless integration of art and software during the development
process to compose the final product. In the creation of a video
game, software is fundamental as it governs the behavior and at-
tributes that shape the player’s experience within the game. When
assessing the quality of a video game, one needs to consider specific
quality aspects, namely ‘design’, ‘difficulty’, ‘fun’, and ‘immersive-
ness’, which are not considered for traditional software. On the
other hand, there are not well-established best practices for the
empirical assessment of video games as there are for the empiri-
cal evaluation of more traditional software. Aims Our goal is to
carry out a rigorous empirical evaluation of the latest proposals
to automatically generate content for video games following best
practices established in software engineering research. Specifically,
we compare Procedural Content Generation (PCG) and Reuse-based
Content Generation (RCG). Our study also considers the perception
of players and professional developers on the generated content.
Method We conducted a controlled experiment where human sub-
jects had to play with content that was automatically generated for
a commercial video game by the two techniques (PCG and RCG),
and evaluate it according to specific quality aspects of video games.
A total of 44 subjects including professional developers and players
participated in our experiment. Results The results suggest that
participants perceive that RCG generates content is of higher qual-
ity than PCG.Conclusions The results can turn the tide for content
generation. So far, RCG has been neglected as a viable option: typi-
cally, reuse is frowned upon by the developers, who aim to avoid
repetition in their video games as much as possible. However, our
study uncovered that RCG unlocks latent content that is actually
favoured by players and developers alike. This revelation poses an
opportunity towards opening new horizons for content generation
research.
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1 Introduction
The video games industry is in continuous growth every year [42].
Despite being one of the fastest growing industries, game software
engineering (GSE) has been identified as an area that needs more
fundamental research [2, 11]. One of the aspects where GSE needs
more rigorous research pertains empirical research methods [11].

While theoretical frameworks provide a foundational under-
standing, empirical studies offer the necessary validation and re-
finement, which is crucial for effective implementations. As in other
disciplines dealing with human behaviour (e.g., social sciences or
psychology), empirical research allows building a reliable knowl-
edge base in software engineering [46, 57]. By empirically investi-
gating the user experience of video game techniques, researchers
can unveil both the strengths and limitations of existing approaches,
paving the way for advancements that align more closely with the
diverse needs and preferences of developers and players.

One of the most pressing challenges in video game development
is the need for new content [48]. Video game content generation is
often a slow, laborious, costly, and error-prone process. This results
in issues such as significant delays in content development [31, 55]
or the need to introduce game content in post-launch updates.
Through rigorous experimentation, empirical studies can serve as
the cornerstone for pushing the boundaries of content generation.

In this study, we aim to empirically assess and compare content
generated by two different content generation techniques along
with two different user profiles (players and developers). We study
two automated approaches for generating content, Procedural Con-
tent Generation (PCG) and Reuse-based Content Generation (RCG),
and whether their use has an impact on the quality of the generated
content.We do so by analyzing the commercial video game Kromaia
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released on PlayStation 4 and Steam. Specifically, we invite partici-
pants (developers and players) to play with content generated by
PCG and RCG in the game, and then evaluate their experience in
terms of video game specific percieved quality measures, namely
‘difficulty’, ‘design’,‘fun’, and ‘immersiveness’[17]. Participants were
not told how the content was generated. We conducted three dis-
tinct sessions, one for players and the other two for developers, in
order to investigate whether the profile of the participants assessing
video games influences their perception. A total of 44 participants
took part in the experiment, assessing the generated content in
two scenarios of the game. The results show that the participants
perceive the content generated by RCG to be of superior quality in
comparison to the content generated by PCG: RCG obtained better
results than PCG in 77% of the cases based on difficulty, in 34%
cases for design, in 28% cases for fun and 5% for immersiveness.

Our findings challenge three prevailing trends in GSE. Firstly,
there is a perception that content reuse leads to repetitive game con-
tent, which is typically frowned upon by developers. However, our
research indicates that subjects actually prefer content generated
through RCG. Secondly, previous content generation experiments
have involved only the players, neglecting the input of developers.
Our results demonstrate no significant differences between play-
ers and developers. This suggests that the input of developers is
also relevant for content generation. Furthermore, developers are
shown to provide more detailed feedback. Lastly, 73% of previous
content generation experiments have missed important factors such
as hypotheses formulation, statistical analysis, or the inclusion of a
replication package. We have not found any reasons for neglecting
the aforementioned practices, and hence, our work encompasses
all of the above - including replication, which has been overlooked
in 100% of previous studies. We hope that our research will inspire
future research in GSE to comply with empirical best practices.

The rest of the paper is structured as follows: Section 2 presents
the techniques under study and the context of the experiment.
Section 3 outlines the experimental design. Section 4 presents the
experiment results, followed by a discussion in Section 5. Section 6
summarizes the threats to the validity. Section 7 reviews the related
work. Finally, Section 8 concludes the paper.

2 Background
The development process of video games requires a harmonious
combination of artistic elements and software integration, result-
ing in intricate and multifaceted creations. Nowadays, most video
games are developed by means of game engines. One can argue that
game engines are software frameworks [39]. Game engines inte-
grate a graphics engine and a physics engine as well as tools for both
to accelerate development. The most popular ones are Unity [50]
and Unreal Engine [51], but it is also possible for a studio to make
its own specific engine (e.g., CryEngine [13]). Developers can use
these engines and traditional coding approaches (C++ on Unreal or
C# on Unity) to create video game content.

2.1 Content Generation for Video Games
The process of content generation for video games is typically
slow, tedious, expensive, and error-prone. In turn, this leads to
many problems for the industrial development of video games,
which typically impact the consumers in the form of (1) excessive

delays in content creation (with notorious examples in Cyberpunk
2077 [55] or GTA VI [31]) and (2) an ever-increasing demand for
game content derived from Downloadable Content (DLCs).

To address these challenges, researchers have been exploring
procedural content generation techniques as a potential solution
to (semi)automate the generation of new content within video
games [23]. Procedural content generation can be grouped in three
main categories according to the survey by Barriga et al. [5]: Tradi-
tional techniques that generate content under a procedure , Machine
Learning techniques [29, 44] , and Search-Based techniques [49, 59].

Content can also be created through reuse. In fact, since the term
Software Engineering was coined at the NATO Conference held in
Garmisch in 1968 [33], its evolution has been tied to the concept of
reuse, whether through opportunistic approaches such as clone-and-
own [18], or systematic approaches such as software product lines
(assembling predefined features) [38] or software transplantation
(a feature is transplanted from a donor to a host) [4]. A recent SLR
on GSE [11] identifies the relevance of both Procedural Content
Generation (PCG) and Reuse-based Content Generation (RCG) for
content generation in video games.

We carry out our study by using the commercial video game
Kromaia released on PlayStation and Steam, translated into eight
languages. In the game, each level consists of a three-dimensional
space where a player-controlled spaceship has to fly from a start-
ing point to a target destination, reaching the goal before being
destroyed. The gameplay experience involves exploring floating
structures, avoiding asteroids, and finding items along the route,
while basic enemies try to damage the spaceship by firing projec-
tiles. If the player manages to reach the destination, the ultimate
antagonist corresponding to that level (which is referred to as boss)
appears and must be defeated in order to complete the level.

In in this study, the above mentioned boss is the content gener-
ated. To do so, developers generate content through PCG by means
of the work of Gallota et al. (which combines a Lindenmayer sys-
tems [28] with an Evolutionary Algorithm) [20]. This approach
is specific for spaceships that can play the role of bosses, and it
achieves the best state-of-the-art results for this type of content. De-
velopers also generate content through RCG by means of reusing
features between the game content. Specifically, the developers
select a feature (a fragment of content) from a donor, and a host
(another content) that will receive the feature. Despite the research
efforts in PCG and RCG and the importance of content genera-
tion for video game development, there is no study that directly
compares both approaches.

3 Experimental Design
In this section we present the experiment design followingWohlin’s
guidelines [57] for reporting software engineering experiments.

3.1 Objective
The research objective has been organized using the Goal Question
Metric (GQM) template for defining objectives originally presented
by Basili and Rombach [6]. Our goal is to analyze different tech-
niques for content generation, namely Procedural Content Gener-
ation (PCG) and Reuse-based Content Generation (RCG), for the
purpose of comparison, with respect to perceived quality; from
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the point of view of of players and developers; in the context
of content generation for an existing video game.

3.2 Research Questions and Hypotheses
The research questions and null hypotheses are as follows:

RQ1 - Does the Technique used to automatically generate soft-
ware in video games impact the perceived Quality of the game?
The corresponding null hypothesis is 𝐻0,1: The Technique does
not have an effect on the perceived Quality of the game.

RQ2 - Do evaluators with different profiles evaluate the quality
of the game differently? The corresponding null hypothesis is 𝐻0,2:
The Evaluator’s profile does not have an effect on the evaluation
of the Quality of the game.
The hypotheses are formulated as two-tailed, as this is the first time
these RQs are studied and there is no reason to assume that one
approach is better than the other.

3.3 Variables
In this study, the factor under investigation is the content generation
technique (Technique) used to automatically generate content, i.e.,
final bosses, for an existing video game. There are two alternatives:
PCG or RCG, which are the two different techniques used to gener-
ate a final boss that will be played with and evaluated by different
kind of human participants. Since the goal of this experiment is to
evaluate the effects of using different techniques to generate con-
tent for an existing commercial video game, we selected response
variables related to the quality perceived by participants playing
the generated content. We decomposed the analysis of quality into
different dimensions: difficulty, design, fun and immersiveness, based
on previous work [17].

To evaluate difficulty we used three response variables: Game
duration,Won rate and Boss difficulty. Game duration is the average
time spent by each participant in their games. The value of this
variable was calculated by dividing the time each participant spent
playing with a boss by the number of games played against that
boss.Won rate is the percentage of games won by a player out of
all games played against a boss, calculated by dividing the num-
ber of games won by the number of games played against a boss.
We measured Boss difficulty based on the participant’s answers to
an explicit question about the difficulty of the game in a 7-item
Likert-type questionnaire with different items. Different items in
this questionnaire were used to measure the response variables
Design, Fun, and Immersiveness. Each of these variables correspond
to specific items in the questionnaire. The participants rated their
degree of agreement with the statements of each item, with a value
of 1 corresponding to totally disagree and 7 to totally agree. We
average the scores obtained for these items to obtain the value for
each variable. Table 1 shows the specific items of the questionnaire,
used for the calculation of each of these response variables.

For the evaluation of each boss in the game, the participants
also answered an open-ended question in which they could provide
additional comments. We considered two response variables to
quantify the qualitative information contained in these comments:
Comment length, defined from the number of characters in the
comment, and Comment type, the comment type was classified into
five categories by assigning them a numerical value from 0 to 4: 0,

Table 1: Response variables and correspondent items in the
evaluation questionnaire

Response variable Related Items in the evaluation questionnaire

Boss difficulty 𝐼𝑡𝑒𝑚1. I think the boss difficulty is high

Design

𝐼𝑡𝑒𝑚2. The boss is perfectly integrated in the game
𝐼𝑡𝑒𝑚3. I liked the design and behavior of the boss
𝐼𝑡𝑒𝑚4. The boss I fought seemed to me to have a good balance
between difficulty and playability

Fun
𝐼𝑡𝑒𝑚5. I enjoyed playing against the boss
𝐼𝑡𝑒𝑚6. When the time was up, I was disappointed that
I could not continue playing against the boss

Immersiveness
𝐼𝑡𝑒𝑚7. At no time did I want to give up while facing the boss
𝐼𝑡𝑒𝑚8. At some point I was so involved that I wanted to
talk directly to the video game

no comments; 1, comments not related to the evaluation of the boss;
2, comments on the difficulty of the boss evaluated; 3, comparisons
between the bosses played; and 4, detailed analysis of the evaluation.

In order to establish the different evaluator profiles among the
participants, we conducted different sessions of the experiment with
specific groups of participants: potential players and experienced
developers. In addition, a demographic questionnaire was designed
to take into account the degree of experience both playing and
developing video games, in particular, playing video games with
similar characteristics to the one being evaluated. The groupings of
participants in sessions by participant profile (player or developer)
and the participants’ responses to the demographic questionnaire
were used to define three blocking variables: Profile, Game de-
velopment, and Gamer profile. The objective was to analyze
whether and how the experience in video game development and
the profile as a player could influence the evaluation of the quality
of the game elements.

The blocking variable Profile has two alternatives, player or
developer, depending on the previous grouping of participants in
sessions by profile. This variable also allows the study of the dif-
ferences between the sessions held and the demographic profiles
of the participants. To define the alternatives for the blocking vari-
able Game development, the weekly hours that the participants
dedicated to developing software for video games were taken into
account. The variable will have two alternatives: 1, for participants
who do not dedicate more than 10 hours per week to developing
video games, and 2, for those who dedicate 10 hours or more to
developing video games each week. The blocking variable Gamer
profile is used to distinguish participants with a player profile that
is closer to the target audience of the video game being analyzed
from participants with less related profiles, such as casual players
or those who are not interested in video games. In order to define
the alternatives of Gamer profile we considered the scores given
by the participants to the following questions:
(1) How many hours do you play video games per week? (1, Less
than 5; 2, between 6 and 10; 3 between 11 and 20; 4, between 31
and 30; 5, between 31 and 40; and 6 more than 40.)
(2) How would you rate your overall experience with video games
(knowledge, playing time, skills)? (1, No experience; 2, Little expe-
rience; 3, Medium experience; 4, Very experienced; and 5, Expert)
(3) How would you rate your overall experience with shooter video
games?(1, No experience; 2, Little experience; 3,Medium experience;
4, Very experienced; and 5, Expert)
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(4) What difficulty do you usually choose when playing video
games? (1, Easy; 2, Normal; 3, Hard; 4, Extreme)

We defined three alternatives for the variable Gamer profile
according to the sum of the scores given by the participants to the
questions: 1, for participants scoring no more than 33% of the 20
possible points, 2 for participants scoring between 33% and 66% of
the possible points and 3, for participants scoring 66% or more of the
possible points. Participants in the third alternative of the variable
could be considered the most similar to the target audience of the
game, while participants in the first alternative would represent
participants more distant from this audience.

3.4 Design
We chose a Two-Treament crossover design with two sequences us-
ing two different evaluation tasks: T1, evaluate a boss created using
RCG, and T2, evaluate a boss created using PCG. The participants
were randomly divided into two groups (G1 and G2). In the first
period of the experiment, the participants of G1 perform T1 and the
participants of G2 perform T2. In the second period, the participants
of G1 perform T2 and the participants of G2 perform T1.

This repeated measure design enhances the experiment’s sensi-
tivity, as noted by Vegas et al. [52]. Considering the same participant
evaluating both alternatives, between-participant differences are
controlled, thus improving the experiment’s robustness regarding
variation among participants. By using two different sequences (G1
evaluating RCG first and PCG afterwards, and G2 evaluating PCG
first and RCG afterwards) the design counterbalances some of the
effects caused by using the alternatives of the factor in a specific or-
der (i.e., learning effect, fatigue). We study the effects of the factors
period, sequence, and participant to validate of this experiment.

To verify the experiment design, we conducted a pilot study with
two participants. The pilot study facilitated an estimate of the time
required to complete the tasks and questionnaires, the identification
of typographical and semantic errors, and the testing of the online
environment used to create the experiment. The participants in the
pilot study did not participate in the experiment.

3.5 Participants
We selected the participants using convenience sampling [57]. A
total of 46 participants with different knowledge about developing
and playing video games performed the experiment, but only 44
decided to submit their answers and confirmed their agreement to
be part of this study. In this study, the participants included 12 pro-
fessionals related with video game development and 34 third year
undergraduate students who are taking a course in Software Quality
from different technology programs at a higher education institu-
tion (Universidad San Jorge). In particular, part of those students
are specifically studying video games design and development.

The experiment was conducted by two instructors. During the
experiment, one of the instructors gave instructions and managed
the focus groups, and both instructors clarified doubts and took
notes.

3.6 Experimental Objects
In the experiment, the participants evaluate content (bosses created
for an existing video game). Participants must defeat these bosses
by piloting and shooting from a spaceship. Figure 1 shows the

Figure 1: (A) PCG boss. (B) RCG boss.

spaceship used by the player and the two bosses used during the
experiment. The player’s spaceship is highlighted in orange (see
1 of Figure 1), while the bosses are in black and green (see 2 of
Figure 1). The scenario where the player fights the boss is the grey
part, and the white balls are projectiles exchanged between the
player’s spaceship and the boss. The two bosses shown in Figure 1
(PCG boss and RCG boss) are the two best bosses obtained with
PCG and RCG according to the game’s development team.

For the execution of this experiment, a video game engineer
who was involved in the development of the game developed a test
scenario based on scenarios from the original game. In this scenario,
the participants of the experiment can (1) learn how to operate the
game controls, (2) learn how to fight an original boss from the game,
and (3) fight the bosses that they will have to evaluate.

For data collection, we prepared two forms using Microsoft
Forms (one for each experimental sequence) with the following
sections:
(1) An informed consent form that the participants must review and
accept voluntarily. It clearly explains what the experiment consists
of and that the personal data will not be collected.
(2) A demographic questionnaire that was used for characterizing
the sample and defining the blocking variables.
(3) Specific information on how to download and use the game’s
test environment that will be used to perform the experiment, and
instructions on how to use the game environment.
(4) Specific instructions on how to access the boss fight and the
evaluation questionnaire about the game experience against the
boss. This section was repeated three times in the questionnaires,
once for each boss played by the participants: first against the
original boss, and then against the two bosses generated with the
techniques we compared (PCG and RCG).

3.7 Experimental Procedure
The experiment was conducted in three different sessions. In the
first session, the experiment was conducted face-to-face with the
group of students. In the second and third session, the experiment
was conducted online with professionals. During the online session,
all the participants joined the same video conference via Microsoft
Teams, and the chat session was used to share information or clarify
doubts. The experiment was scheduled to last for 100 minutes and
was conducted following the experimental procedure below:
(1) An instructor explained the context of the experiment, the parts
of the session and clarified that the experiment was not a test of
the participants’ abilities. (5 min)
(2) The participants received clear instructions on where to find the
links to access the forms for participating in the experiment and
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about the structure of these forms. The participants were randomly
divided into two groups (G1 and G2). (10 min)
(3) The participants accessed the online form, and they read and
confirmed having read the information about the experiment, the
data treatment of their personal information, and the voluntary
nature of their participation before accessing the questionnaires
and tasks of the experiment. (5 min)
(4) The participants completed a demographic questionnaire. (5
min)
(5) The participants received specific information on how to down-
load and use the test environment that will be used to conduct the
experiment. They downloaded and used the test environment to
learn how to pilot the ship they will had to use to fight different
bosses during the experiment. (15 min)
(6) The participants received specific instructions on how to access
a fight with an original boss of the game. After playing against
the boss, the participants completed the evaluation questionnaire
about the experience of playing against the original boss. (15 min)
(7) The participants performed the first task. They received specific
instructions on how to access to a fight with the boss to evaluate.
The participants of G1 played against the boss generated with RGC
while the participants of G2 played against the boss generated with
PCG. After playing as many times as desired against the assigned
boss, all the participants completed the evaluation questionnaire
about the game experience against the boss played. (15 min)
(8) The participants performed the second task. They received in-
structions on how to access a fight with the boss to evaluate. The
participants of G1 played against the boss generated with PCG
while the participants of G2 played against the boss generated with
RCG. After playing as many times as desired against the assigned
boss, all the participants completed the evaluation questionnaire
about the game experience against the boss played. (15 min)
(9) One instructor conducted a focus group interview about the
tasks, while the other instructor took notes. (15 minutes)
(10) Finally, a researcher analyzed the results.

3.8 Analysis Procedure
We have chosen the Linear Mixed Model (LMM) [56] for the statis-
tical data analysis. LMM handles correlated data resulting from re-
peated measures, and it allows us to study the effects of factors that
intervene in a crossover design (period, sequence, or participant)
and the effects of other blocking variables (e.g., in our experiment,
profile, game development practice, and gamer profile) [52]. In the
hypotheses testing, we applied the Type III test of fixed effects with
unstructured repeated covariance.

In this study, Technique was defined as a fixed-repeated factor
to identify the differences between using PCG or RCG, and the
participants were defined as a random factor (1|𝑆𝑢𝑏 𝑗 ) to reflect the
repeated measures design. The response variables (RV) for this test
were as follows:Game duration,Won rate, Boss difficulty,Design, Fun,
and Immersiveness, which were related to participants’ perceived
quality of the boss; Comment length and Comment type, which were
used to determine differences in participants’ comments.

In order to take into account the potential effects of factors that
intervene in a crossover design in determining the main effect of
Technique, we considered Group to be fixed factor with two alter-
natives: G1 and G2, corresponding to the two different sequences
in which the bosses are evaluated. The first group of participants

(G1) played and evaluated the boss generated with RGC, and then
played and evaluated the boss generated with PCG. The second
group of participants (G2) played and evaluated the boss generated
with PCG, and then played and evaluated the boss generated with
RGC.

In order to explore the potential effects of the blocking variables
related to the evaluators’ profile to determine the variability in the
response variables, in the statistical model we also considered as
fixed factors the blocking variables Profile, Game development,
and Gamer profile and the combination of this variables with the
principal factor Technique.

We tested different statistical models in order to find out which
factors or blocking variables, in addition to Technique, could best
explain the changes in the response variables. Some of these sta-
tistical models are described mathematically in Formula 1. The
starting statistical model (𝑀𝑜𝑑𝑒𝑙 0) reflects the main factor used in
this experiment, Technique ( Tech.)and the random factor (1|𝑆𝑢𝑏 𝑗 ).
We also tested other statistical models (e.g.,𝑀𝑜𝑑𝑒𝑙 1,𝑀𝑜𝑑𝑒𝑙 2, and
𝑀𝑜𝑑𝑒𝑙 3) that included the one or more of the additional fixed fac-
tors (𝐴𝐹 ) considered in the experiment (Group, Profile, Game
development, or Gamer profile) or their interactions with the
factor Technique (𝑇𝑒𝑐ℎ. ∗ 𝐴𝐹 ) which could have effects on the
response variables.

(𝑀𝑜𝑑𝑒𝑙 0) 𝑅𝑉 ∼ 𝑇𝑒𝑐ℎ.+( 1 | 𝑆𝑢𝑏 𝑗 .)
(𝑀𝑜𝑑𝑒𝑙 1) 𝑅𝑉 ∼ 𝑇𝑒𝑐ℎ.+𝐴𝐹+𝑇𝑒𝑐ℎ. ∗𝐴𝐹+( 1 | 𝑆𝑢𝑏 𝑗 .)
(𝑀𝑜𝑑𝑒𝑙 2) 𝑅𝑉 ∼ 𝑇𝑒𝑐ℎ.+𝐴𝐹1+𝐴𝐹2+𝐶𝐹3+𝐴𝐹4+( 1 | 𝑆𝑢𝑏 𝑗 .)
(𝑀𝑜𝑑𝑒𝑙 3) 𝑅𝑉 ∼ 𝑇𝑒𝑐ℎ.+𝐴𝐹1+𝐴𝐹2+𝑇𝑒𝑐ℎ. ∗𝐴𝐹1+( 1 | 𝑆𝑢𝑏 𝑗 .)

(1)

The statistical model fit of the tested models for each variable
was evaluated based on goodness of fit measures such as Akaike’s
information criterion (AIC) and Schwarz’s Bayesian Information
Criterion (BIC). The model with the smallest AIC or BIC is con-
sidered to be the best fitting model [16, 26]. The assumption for
applying LMM is the normality of the residuals of the response vari-
ables. To verify this normality, we used Kolmogorov-Smirnov and
Shapiro-Wilk tests as well as visual inspections of the histograms
and normal Q-Q plots. To describe the changes in each response
variable, we selected the statistical model that satisfied the normal-
ity of residuals and also obtained the smallest AIC or BIC value.

To quantify the differences in the response variables due to the
fixed factors considered, we calculated the Cohen d value [12],
which is the standardized difference between the means of the
response variables for each factor alternative. Values of Cohen d be-
tween 0.2 and 0.3 indicate a small effect, values around 0.5 indicate a
medium effect and values greater than 0.8 indicate a large effect. We
selected histograms and boxplots to describe the results graphically.

To verify that the group of measures associated with each re-
sponse variable or fixed factor is consistent, we applied Principal
Components Analysis (PCA) to the set of measures collected from
the task sheets. PCA allows analyzing the structure of the correla-
tions in a set of variables, identifying and establishing subsets of
variables that have something in common with each other, but not
with the rest. PCA produces components, which are new random
variables that summarize the patterns of each subset of variables and
are not correlated with each other [22, 45]. If the group of measures
selected to define a variable (e.g., the results of items 2, 3, and 4 to de-
fine variableDesign) are in a single PCA component, the information
from themeasures is correlated and can be reduced into one variable,
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which would support the consistency of the proposed grouping of
measures. On the other hand, if the measures used to define differ-
ent variables are in different PCA components, we can interpret
that they explain different aspects of the information contained in
the measures and that there is no strong correlation between them.

4 Results
Principal Component Analysis (PCA) was applied to the set of mea-
sures used to define the different response variables and factors of
this work. In this work we applied PCA twice, one to the measures
used to define the blocking variables, and another to the measures
used to define the response variables. The results of this PCA exe-
cutions are in the replication package. Each component extracted
by PCA is a new random variable that summarizes the information
of a subset of variables [22, 45]. In general terms, the extracted PCA
components were consistent with the subsets of measures selected
to define each variable.

The application of PCA to the measures used to define the re-
sponse variables produced four components. The first component
groups mainly the responses to the questions used to define the De-
sign and Fun, implying similar results in both variables. The second
component groups the response variables related to the comments
made by the subjects. The third component groupsWon rate and
Boss Difficulty, and the fourth component represents the Game du-
ration. The responses to the questions used to define immersiveness
were part of all of the previous PCA components, but they did not
define clearly a single factor.

The application of PCA to the measures used to define the block-
ing variables Profile, Developing games, and Gamer Profile,
produced two components, one defined mainly by the factor Pro-
file and the other grouping the responses to the questions used to
define Gamer Profile. The variability of the factor Developing
games, related to video game development time, is represented
by the two previous components to similar degrees. This means
that the variability it contains is explained by both factors, but not
only by one of them. We decided to include the factor separately
in the statistical analysis even though this result confirms positive
correlations with the other two factors under consideration.

4.1 Changes in the Response Variables
There were differences in the means and standard deviations of all
of the response variables related with the boss quality perceived by
the subjects depending on which Technique was used to create
the played boss. However, the differences in Immersiveness were
small and there were also no large differences due to the factor
Technique in the variables related to the subjects’ comments. Ta-
ble 2 shows the values for the mean and standard deviation of
all the response variables considered (Game duration, Won rate,
Fun, Boss difficulty, Design, Fun, Immersiveness, Comment length,
and Comment type) for each one of the Techniques compared:
PCG and RCG, and for each one of the alternatives of the blocking
variables and factors considered as fixed factors in the statistical
analysis: Profile, with two alternatives (Players and Developers);
for Developing games with two alternatives: subjects who per-
form video game development tasks for less than 10h per week
(<10h/week) and subjects who dedicate more than 10 hours per
week to these activities (>10h/week); Gamer Profile, with three

alternatives: subjects with a player profile close to the target public
of the game in which the evaluated bosses are contextualized (3),
subjects with a player profile neutral (2) and subjects with a profile
far removed from the target audience (1); and Group, whose two
alternatives reflect the sequence in which subjects have played and
evaluated the bosses generated with each technique (G1: RCG-PCG,
G2: PCG-RCG). Note that Table 2 also shows the values of means
and standard deviations by combination of the factor Technique
with these variables. This allows us to illustrate both the effects
that these variables have on the evaluation of a boss and the effects
that they can have on the evaluation of the differences of bosses
performed with different techniques. In Table 2 the pairs of values
are shaded according to the effect size of their differences. The
darker the shade, the larger the difference in the values of the re-
sponse variables across the alternatives of the factors and blocking
variables considered. Additionally, the italicised text highlights the
statistically significant comparisons.

To quantify the differences in the response variables due to each
factor or blocking variable, we analyzed the Cohen d values. Table 3
shows the Cohen d values of the response variables for all of the
fixed factors considered in the statistical analysis. Positive values
indicate differences in favor of the first alternative of the factors and
negative values indicate differences in favor of the second alterna-
tive of the factor. Values indicating a small, medium or large effect
due to a factor are highlighted in light, medium and dark gray, re-
spectively. In the case of the blocking variableGamer Profile, with
three alternatives, the table shows the Cohen d values of all two-to-
two comparisons of these alternatives. The values are shown in an
order triad, where the Cohen d values between alternatives 1 and 2,
1 and 3, and 2 and 3 of the blocking variable are shown in this order.

The effect size of a factor measure through the Cohen d value is
related to the percentage of non-overlap between the distributions
of the response variables for each alternative of the factor. Higher
effect size correspond with greater percentages of non-overlap and
larger differences. The histograms in Figure 2 illustrate the differ-
ences inWon Rate (left), Design (center),and Immersiveness (right)
depending on the Technique use to generate the boss evaluated. In
theWon Rate histogram, the non-overlapping parts are around 39%,
which corresponds to a very large effect size and to a Cohen d value
of more than 1. In the Design histogram, the non-overlapping parts
are around 30%, which corresponds to a large effect size and to a Co-
hen d value of around 0.8. However, in the Immersiveness histogram,
the non-overlapping parts are around 5%, which corresponds to a
negligible effect size and to a Cohen d value around 0.

According to the Cohen d values of the response variables for
Technique (first column of Table 3), we can affirm that the effect
size of this factor for Game Duration, Won rate, and Boss Difficulty
was large, with Cohen d values of 0.941, -1.024 and 1.248, respec-
tively. The signs of these values indicate that the subjects’ Game
durationwere longer with the RCG boss thanwith the PCG boss, but
that theWon rate is significantly lower, they win less often because
the Boss difficulty of the RCG boss is higher than the PCG boss.
The effect size of the factor Technique in favor of the RCG boss
was medium for Design and Fun and negligible for the rest of vari-
ables with Cohen d values of less or around 0.2. Table 3 also shows
the Cohen d values of the response variables for the fixed factors
considered in the statistical analysis. The first six rows of the table
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Table 2: Mean and standard deviation (𝜇 ± 𝜎) values of the dependent variables for the factor (Technique) in each alternative of
the fixed factors. The light, medium and dark gray highlight indicates a small, medium or large effect.

Technique Profile Developing Games Gamer Profile Group

Players Developers More than
10 h/Week

Less than
10 h/Week

Target
Audience Neutral Non Target

Audience
G1

(RCG-PCG)
G2

(PCG-RCG)

Game
Duration

RCG 4.24±2.85 4.18±3.23 4.38±1.52 4.05±3.27 4.57±1.95 4.57±4.36 3.22±2.22 5.33±2.77 4.16±2.93 4.32±2.83
PCG 2.01±1.76 2.19±2.02 1.54±0.55 2.39±2.06 1.34±0.68 1.58±0.54 2.01±1.38 2.13±2.34 2.21±2.28 1.79±0.93
All 3.12±2.61 3.18±2.85 2.96±1.83 3.22±2.83 2.95±2.18 3.07±3.33 2.62±1.92 3.73±3 3.19±2.77 3.05±2.44

Won rate
RCG 0.32±0.37 0.33±0.39 0.29±0.33 0.3±0.39 0.36±0.35 0±0 0.25±0.32 0.5±0.39 0.41±0.38 0.22±0.34
PCG 0.71±0.39 0.7±0.4 0.73±0.4 0.6±0.42 0.9±0.26 0±0 0.68±0.36 0.95±0.16 0.76±0.4 0.66±0.39
All 0.52±0.43 0.52±0.43 0.51±0.42 0.45±0.43 0.63±0.41 0±0 0.46±0.4 0.72±0.37 0.59±0.42 0.44±0.42

Boss
Difficulty

RCG 5.41±1.68 5.28±1.59 5.75±1.91 5.39±1.73 5.44±1.63 2.8±1.48 5.86±1.42 5.61±1.38 5.48±1.31 5.33±2.03
PCG 3.05±2.09 2.84±2 3.58±2.31 3.61±2.25 2.06±1.34 6.2±1.79 3.43±1.96 1.72±0.9 2.96±2.16 3.14±2.06
All 4.23±2.23 4.06±2.17 4.67±2.35 4.5±2.18 3.75±2.26 4.5±2.37 4.64±2.09 3.67±2.28 4.22±2.18 4.24±2.3

Design
RCG 4.72±1.66 4.53±1.64 5.22±1.66 4.63±1.79 4.88±1.42 4.6±2.23 4.73±1.7 4.74±1.54 4.17±1.61 5.32±1.53
PCG 3.53±1.47 3.54±1.48 3.5±1.5 3.67±1.45 3.29±1.51 3.27±1.46 3.57±1.4 3.56±1.62 3.3±1.47 3.78±1.45
All 4.13±1.67 4.04±1.63 4.36±1.78 4.15±1.69 4.08±1.65 3.93±1.91 4.15±1.64 4.15±1.67 3.74±1.59 4.55±1.67

Fun
RCG 4.35±1.99 4.13±2.05 4.96±1.76 4.18±1.98 4.66±2.03 4.2±2.17 4.29±1.96 4.47±2.09 4.09±1.92 4.64±2.07
PCG 3.4±1.81 3.38±1.89 3.46±1.67 3.39±1.73 3.41±2.01 2.1±1.34 3.57±1.65 3.56±2.04 3.04±1.8 3.79±1.79
All 3.88±1.95 3.75±1.99 4.21±1.85 3.79±1.89 4.03±2.09 3.15±2.03 3.93±1.82 4.01±2.09 3.57±1.91 4.21±1.96

Immersiveness
RCG 4.35±1.98 4.09±2.16 5.04±1.23 4.11±1.96 4.78±2.01 3.6±1.98 4.43±1.75 4.47±2.28 4.17±1.84 4.55±2.16
PCG 4.16±1.81 4.06±1.78 4.42±1.94 4.16±1.66 4.16±2.1 3.4±2.27 4.38±1.58 4.11±1.97 4.07±1.71 4.26±1.94
All 4.26±1.89 4.08±1.96 4.73±1.62 4.13±1.8 4.47±2.04 3.5±2.01 4.41±1.65 4.29±2.11 4.12±1.76 4.41±2.03

Comment
Length

RCG 200.5±275 120±136 415±417 205±321 193±177 121±164 202±357 221±193 236±346 161±167
PCG 177±223 86±807 336±156 160±156 144±155 123±170 177±170 136±133 148±172 160±135
All 201±275 103±112 375±311 182±251 168±165 122±157 189±273 179±169 192±274 161±150

Comment
Type

RCG 2.68±1.55 2.41±1.6 3.42±1.17 2.64±1.59 2.75±1.53 1.6±1.82 2.38±1.6 3.33±1.19 2.61±1.62 2.76±1.51
PCG 2.55±1.62 1.94±1.63 3.67±1.16 2.32±1.7 2.56±1.71 1.6±2.19 2.38±1.75 2.67±1.5 2.09±1.62 2.76±1.73
All 2.68±1.55 2.17±1.62 3.54±1.14 2.48±1.64 2.66±1.6 1.6±1.9 2.38±1.65 3±1.37 2.35±1.62 2.76±1.61

Table 3: Cohen d values for the response variables for each
fixed factor. Gamer Profile: 1=Non Target audience, 2=Neutral, and 3=Target
audience.

Technique
(RCG vs
PCG)

Profile
(Players vs
Developers)

Developing Games
(< 10ℎ/𝑤𝑒𝑒𝑘 vs
≥ 10ℎ/𝑤𝑒𝑒𝑘)

Gamer Profile
(1vs2, 1vs3, 2vs3)

Group
(G1vsG2)

Game
duration 0.941 0.086 0.103 (0.203,-0.213,-0.448) 0.051

Won rate -1.024 0.010 -0.434 (-1.265,-2.166,-0.667) 0.353

Boss
difficulty 1.248 -0.272 0.339 (-0.067,0.363,0.448) -0.009

Design 0.760 -0.194 0.039 (-0.128,-0.125,0.002) -0.497

Fun 0.501 -0.235 -0.125 (-0.418,-0.417,-0.044) -0.335

Immersiveness 0.102 -0.347 -0.177 (-0.527,-0.379,0.060) -0.151

Comment
Length 0.209 -1.456 0.061 (-0.261,0.338,0.046) 0.141

Comment
Type 0.168 -0.910 -0.541 (-0.460,-0.936,-0.405) -0.257

show how the blocking variables has no effects on all the response
variables related to the quality perceived by subjects and that these
effects are only large in the case of Gamer Profile for Won rate.

The bottom part of Figure 2 shows ten pairs of box plots, ar-
ranged in rows and columns, illustrating the differences in Won
Rate, Design, and Immersiveness due to some of the fixed factors
considered. The first row of pairs of box plots corresponds to all
of the subjects, and illustrates the differences in the response vari-
ables due to Technique. The following rows corresponds to the
alternatives of the blocking variables considered in each response
variable, and illustrates the differences due to this variable and its
combination with Technique. The boxplots in the bottom left of
Fig. 2 illustrate the large effects of the factors Technique and the
blocking variable Gamer Profile in Won rate. The box plots in
the bottom right of Fig. 2 illustrate the negligible effects of Tech-
nique (All subjects), and the medium effects of Gamer Profile

in Immersiveness. The blocks of boxplots by fixed factor, after the
first row of boxplots, also show the absence of differences of the
blocking variables combined with Technique, since the differences
between one boss and the other do not depend on the alternative of
the variable considered. ForWon rate, in all alternatives, the won
rate is higher or equal with the PCG boss than with the RCG boss,
but for Design or Immersiveness, RCG boss outperforms PCG boss.

The forth column of Table 3 shows that the blocking variable
Gamer Profile has effects in all the response variables except in
Design. Cohen d values of Won rate, Fun or Immersiveness indicate
that subjects with a profile farther away to the target audience
(Alternative 1 of the variable) have a much lower Won rate than
subjects closer from the target audience, in fact they didn’t actually
win any games (see the sixth column of the second row of Table 2).
Subjects with non target audience profile also score worse on Fun or
Immersiveness variables. In Fun and Immersiveness the differences
between alternatives 2 and 3, neutral subjects or subjects closer to
the target audience respectively, are negligible.

The values of the second column of Table 3 shown that the factor
Profile has large effects on Comment length and Comment type
in favor of developers. Developers made longer and better quality
comments than players. The Cohen d values of the last two rows
of the table, corresponding to the variables related to the quality of
the subjects’ comments, indicate that the best comments also come
from subjects who spend more time developing games and from
subjects with a gamer profile that is closer to the target audience.

4.2 Hypothesis Testing and Response to the
Research Questions

The statistical linear mixed models used to explain the statistical sig-
nificance of the changes in the response variables are different for
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Figure 2: Histograms with normal distributions and box plots for Won Rate, Design and Immersiveness, with boxplots by the
alternatives of Gamer Profile, Group and Profile respectively

each one of them. We selected the statistical models that obtained
higher values for the AIC and BIC fit statistics from among all those
that do verify the normality of the residuals. In addition, the use of
the Linear Mixed Model (LMM) test assumed that residuals must be
normally distributed. All of the residuals, except the ones carried
out for Game duration and Comment length, obtained a p-value
greater than 0.05 with the normality test. We obtained normally dis-
tributed residuals for Game duration and Comment length by using
neperian logarithm transformation and cubic root transformation
respectively. For the statistical analysis of this variables with LMM,
we used 𝑅𝑉 = ln(Comment length) and 𝑅𝑉 = 3

√︁
𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑙𝑒𝑛𝑔𝑡ℎ in

formula (1). For the rest of the variables, 𝑅𝑉 is equal to their value.
Table 4 shows the results of the Type III fixed effects test for each

of the response variables or transformations, and for each fixed
factor of the statistical model used in each case. Factors or combina-
tions of factors that are not present in the statistical model selected
to explain the variable are marked with the value NA or are not
included in the table. Values indicating significant differences are
shaded in grey. According to the results show in Table 4, not all the
fixed factors included in the statistical models that explain the re-
sponse variables produce significant changes in them. For example,
to explain the variable Game duration, the statistical model used on
the transformation of the variable (𝑅𝑉 = 3

√︁
𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑙𝑒𝑛𝑔𝑡ℎ) was

𝑅𝑉 ∼ 𝑇𝑒𝑐ℎ.+𝐷𝑒𝑣𝐺𝑎𝑚𝑒𝑠+𝐺𝑎𝑚𝑒𝑟𝑃+𝑇𝑒𝑐ℎ. ∗ 𝐷𝑒𝑣𝐺𝑎𝑚𝑒𝑠+( 1| 𝑆𝑢𝑏 𝑗 .)
with the fixed factorsTechnique,DevelopingGames, andGamer
Profile, and the combination of factorTechnique andDeveloping
Games, but there are significant differences in the response variable
only for the factor Technique and the combination Technique
and Developing Games. The changes in the Game duration due to
the Technique used to create the boss being played are statistically
significant, just as there are significant differences between the
differences between the time spent playing each boss (RCT or PCT)
as a function of the time spent developing video games (the alterna-
tives of Developing games. As shown by the means and standard
deviations of the time spent playing each boss as a function of the
time spent developing video games (see Table 2 first three rows of
third column), subjects who spend less time developing software
played more time with the RCG boss and less time with the PCG

boss than the time that subjects who spend more time developing
video games spent playing with the same bosses.
Answer to RQ1. For all the response variables related to the quality
perceived by subjects, except for Immersiveness, the differences due
to Technique were statistically significant with p values of less
than 0.05. Therefore, we can answer our first research question
RQ1 rejecting our first null hypothesis, 𝐻0,1. The two techniques
compared in the experiment, RCG and PCG, result in bosses with
different quality perceived by the subjects, and it can be concluded
that the Technique has effects on the perceived Quality of the
game. The effect size and direction of these differences previously
described, suggest that the subjects perceive the boss generated by
RCG to be of superior quality in comparison to the one generated
with PCG.
Answer to RQ2.With regard to the second research question, RQ2,
the answer is that the null hypothesis 𝐻0,2 cannot be completely
rejected. Our results cannot confirm that the Evaluator’s profile,
represented by Profile, Developing Games, and Gamer Profile,
has a significant effect on the evaluation of the Quality of a game.
The results indicated that no significant changes were observed in
the majority of the response variables used to evaluate the quality
of bosses. The only statistically significant changes were observed
in the comments made by the subjects and in the won rate.

Not all of the factors and blocking variables considered in the
statistical analysis cause statistically significant differences in the
response variables. In fact, for the blocking variables related to the
evaluators profile, Profile, Developing Games, and Gamer Pro-
file, no statistically significant differences were confirmed in any of
the response variables related to the quality perceived by subjects,
with the exception of Won rate and Game duration. The p-value of
less than 0.001 for Gamer Profile inWon rate confirms the statisti-
cal significance that could be inferred in the previous subsection
from the large effect size of the differences in the response variable
due to Gamer Profile. Subjects who were the furthest from the
target audience of the game did not win their games, while the
closer the Gamer profile was to the target audience, the more the
Won rate increased. However, there were not significant differences
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due to Gamer Profile, nor due to Profile or Developing games,
in the evaluation of Boss difficulty, Design, Fun, or Immersiveness.

However, there are statistically significant changes in the vari-
ables related to the subjects’ comments due to the blocking variables
Profile and Gamer Profile. The p values of less than 0.05 for Com-
ment length and Comment type in the last two rows of the second
and fourth columns of Table 4, confirm the statistical significance
of these differences. Developers and subjects with a gamer profile
that is closer to the target audience made statistically significant
longer and better quality comments than players or, in particular,
subjects further away from the game’s target audience.

5 Discussion
In the context of video games, reuse is not perceived as a completely
positive practice. In fact, developers fear that reusing might be
perceived as repetitive by players. On the other hand, the stochastic
nature of PCG is perceived positively as an extension in the range
of the creativity space for new content. Our experiment shows that
this negative view of reuse is not aligned with the results. On the
contrary, our results reinforce the RCG path, which boosts the latent
content and leads to better results than PCG. During the focus group,
subjects agreed that RCG was a natural evolution of the original
content. In contrast, PCG was negatively classified as content that
did not appear to have been developed by professional developers.

Previous studies considered only players as the subjects of the
experiments. In our experiment, we go one step beyond and analyse
the differences between players and developers. For researchers, it
can be difficult to find developers to run experiments. However, that
could not be the case for development studios. For instance, a large
studio can enroll developers from different projects. This is relevant
for studios because they put a lot of effort into enrolling players
(not developers) for their games. It may seem paradoxical that it is
hard to find players, but the experience of testing parts of a game in
development is not the same as testing a full game as the developers
in the focus group pointed out. Our experiment reveals that there
are no relevant differences in terms of statistical values between
players and developers, suggesting that studios can leverage their
developers. Furthermore, when it comes to feedback developers pro-
vided more beneficial feedback as the focus group acknowledged.

This experiment combines the specific quality aspects of video
games (‘design’, ‘difficulty’, ‘fun’, and ‘immersiveness’) and the rig-
orousness of more traditional software work. This includes the
provisioning of a replication package, something that no previous
works did. Onemay think that the complexity of video gamesmakes
it difficult to design packages for replication. Nevertheless, we ex-
pect that our work along with the replication package will serve as a
basis and inspiration for future researchers of the GSE community.

6 Threats to Validity
We use the classification provided by Wohlin et al. [57].

Conclusion Validity: We mitigated possible threats due to
low statistical power by using a confidence interval of 95% for the
statistical analysis. We also mitigated the reliability of measures by
computing the evaluation measures directly from the data sheets
automatically generated from the on-line questionnaire answers
provided by the participants. Finally, we use an identical procedure

in all the sessions of the experiment, to mitigate for possible threats
arising from the reliability of treatment implementation.

Internal Validity: To mitigate the instrumentation threat, we
conducted a pilot study to verify the design and the instrumenta-
tion of our study. The interactions with selection threat may affect
the internal validity because there were subjects who had different
levels of experience and, in general, different levels of knowledge of
the video game domain. To mitigate this threat, the treatments were
applied randomly and the statistical analysis includes the analysis
of blocking variables related to participants’ profile. The effects of
the design factors, sequence and period, also have been included in
the statistical analysis though the analysis of the factorsGroup (Se-
quence) and Technique*Group (Period). Only the variable Design
had significant changes due to the factor Group. The effect of this
factor is medium with a Cohen d value of -0.497 in favor of subjects
who play first with the PCG boss and after that with the RCG boss.
The subjects in this group (G2, PCG-RCG) demonstrated a greater
appreciation for the design of both bosses, both the RCG boss and
the PCG boss, than the subjects in the group that carried out the
experiment with the other sequence (G1, RCG-PCG). However, both
groups value the design of the RCG bosses better than the PCG
bosses. The box plots in the bottom center of Fig. 2 illustrate the
effects of the factor Group and its combination with Technique
in Design. The voluntary nature of participation also poses a selec-
tion threat, which we mitigated by inviting professional developers
and students from a course whose content was in line with the
experiment activities to avoid issues with student motivation.

Construct Validity: All of the measurements were affected by
Mono-method bias. To mitigate this threat we mechanized the mea-
sures as much as possible by means of correction templates. The
experiment may suffer from themono-operation bias threat since we
only compare two representative bosses of each technique.In order
to mitigate the author bias threat, the tasks were extracted from a
commercial video game and the bosses were selected by Kromaia’s
experts as the most representative of those obtained after the appli-
cation of the two techniques compared. To weaken the evaluation
apprehension threat, at the beginning of the experiment, the instruc-
tor explained to the participants that the experiment was not a test
of their abilities, and that neither participation nor results would
affect their grades in the course where the experiment took place.

External Validity: The interaction of selection and treatment
may pose a threat to our experiment because a different number of
participants took part in each alternative of the blocking variables,
and players are more represented than developers. The domain
threat occurs because the experiment has been conducted in a
specific domain (video game) and for a very specific type of game,
a spacial shooter. Other experiments using different games should
be performed in the future to further generalise our findings. We
have carefully described our methodology and made a replication
package publicly available in order to enable other researchers to
replicate, reproduce and extend our study.

7 Related work
In this section we describe previous work involving human par-
ticipants to assess automatically generated video game content,
specifically focusing on the empirical elements of their experiments.
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Table 4: Results of the Type III test of fixed effects for each response variable and factor, or factor’s interactions. NA=Not Applicable

Technique
(Tech.) Profile Developing Games

(DevGames)
Gamer Profile

(GamerP) Group Tech.*Profile Tech.*DevGames Tech.*GamerP Tech.*Group

ln(Game Duration) F=43.369 ; p=<.001 NA 0.818;p=0.371 F=1.44; p=0.25 NA NA F=6.585; p=0.014 NA NA
Won rate F=38.542 ; p=<.001 F=1.884; p=0.178 NA F=26.034; p=<.001 F=3.322; p=0.076 NA NA NA NA
Boss Difficulty F=30.358; p=<.001 F=1.299; p=0.261 NA F=2.281; p=0.116 F=0.203; p=0.655 NA NA NA NA
Design F=16.445; p=<.001 F=0.257; p=0.615 F=0.575; p=0.453 F=0.081;p=0.922 F=4.301 ; p=0.045 NA NA NA NA
Fun F=8.199; p=0.007 NA NA F=0.666;p=0.519 NA NA NA F=0.696; p=0.504 NA
Immersiveness F=0.702; p=0.407 F=1.064;p=0.309 F=0.004; p=0.952 F=0.534;p=0.59 F=0.145; p=0.706 NA NA NA NA
3
√︁
𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝐿𝑒𝑛𝑔𝑡ℎ F=2.108 ; p= 0.154 F=27.315; p=<.001 F=2.104 ;p=0.155 F=3.784 ; p=0.031 NA NA NA NA NA

Comment Type F=1.455; p= 0.234 F=18.069;p=<.001 F=3.564 ;p=0.067 F=7.959;p=0.001 F=2.692; p=0.109 NA NA NA NA

Table 5: Overview of related work. Evaluation: generated content (A),
variants of the proposed algorithm (VA), generated content compared to a baseline (C).
Measures: Design (De), Difficulty (Diff), Fun (F), Immersiveness (I).

Work YearEvaluationMeasures
Hypotheses
Formulation

Statistical
Analysis

Replication
Package Sample

Cardamone et al. [9] 2011 VA De ✗ ✗ ✗ 5 players
Plans et al. [37] 2012 A F ✗ ✓ ✗ 31 players
Adrian et al. [1] 2013 VA De, Diff, F ✗ ✗ ✗ 22 players
Dahlskog et al. [14] 2013 VA De, Diff, F ✗ ✗ ✗ 24 players
Togelius et al. [47] 2013 A De, Diff, F ✓ ✓ ✗ 147 players
Gravina et al. [21] 2015 A F ✗ ✗ ✗ 35 players
Kaidan et al. [25] 2015 VA De ✗ ✗ ✗ 12 players
Olsted et al. [34] 2015 VA De ✗ ✗ ✗ 13 players
Prasetya et al. [40] 2016 C F ✗ ✗ ✗ 33 players
Ferreira et al. [17] 2017 VA De, Diff, F, I ✗ ✓ ✗ 139 players
Charity et al. [10] 2020 A De, Diff ✗ ✗ ✗ 2 players
Lopez-Rodriguez et al. [30]2020 VA Diff ✗ ✗ ✗ 30 players
Kraner et al. [27] 2021 A De ✗ ✗ ✗ 5 players
Pereira et al. [36] 2021 C Diff, F ✗ ✓ ✗ 16 players
Brown et al. [7] 2022 A De ✗ ✗ ✗ 35 players

Our work 2024
PCGvs
RCG De, Diff, F, I ✓ ✓ ✓

32 players +
12 developers

We refer the reader to previous surveys in the field of automated
content generation [23, 49, 59] to learn more about the latest trends
and approaches to generate video game content.

Experimentation in Software Engineering is a practice that has
been studied for decades [6]. Researchers have adopted established
guidelines to be rigorous [57], such as hypotheses formulation,
statistical analysis, or including a replication package. However,
this has not always been the case for experimentation involving
video games engineering.

Video game content generation is a large field [58]. The types of
generated content are diverse, such as vegetation [32], sound [37],
terrain [19], Non-Playable Characters [54], dungeons [53], puz-
zles [15], or even the rules of a game [8]. However, it is difficult
to find experiments with human participants that compare ap-
proaches [3]. Table 5 summarises this work. We observe that previ-
ous evaluations involving human participants mainly explore the
quality of the content generated by one proposal [7, 47] or differ-
ent variants of a same proposal [1, 36]. On the other hand, work
such as the ones by Pereira et al. [35] and by Prasetya et al. [40]
compared the content generated by their proposal against a base-
line (see Evaluation in Table 5). Our work is the first that involves
human participants to carry out a thorough comparison of two
different previously proposed techniques generating content for
video games.

In terms of measures, we observe that previous studies have
investigated player preferences and perceptions regarding various
aspects of video games [43]; this accounts for the use of different
measures including design [25, 34], difficulty [30, 35], or fun [37, 40].

Another aspect of video games is the user engagement and im-
mersion, which plays crucial roles in shaping the overall gaming
experience [24] (see Measures in Table 5). Our work consider all
these measures. Previous work have only asked players to evaluate
content, i.e., they have not considered the perception of developers
(see Sample in Table 5). In contrast, we study both the players assess-
ment and the point of view of professional video game developers,
and their differences when assessing the quality of the generated
content.

Finally, none of the previous works adopt best practices for em-
pirical studies, which are insteadwidely adopted in general software
engineering research. In fact, 73% of the studies have neither hy-
potheses and validity, statistical analysis, or replication package (see
Hypotheses Formulation, Statistical Analysis, and Replication Pack-
age columns of Table 5). Our work aims to compare the generated
content with empirical rigor. To do so, we adopted the commonly
followed guidelines for Software Engineering Research [41].

8 Conclusion
Until now, the majority of content generation experiments in game
software engineering have failed to conform to best practices for
Software Engineering research (e.g., hypothesis and validity, sta-
tistical analysis, or replication package). Our research integrates
the quality measures embraced by the video game community with
the well-established practices of empirical software engineering
research. Our results challenge the current dogma by highlighting
that content reuse provides advantages towards content generation.
Additionally, our findings unlock new possibilities for engaging
developers in experimental endeavors. Ultimately, our work can
encourage for the empirical game software engineering community
to align with the established empirical practices in general software
engineering research.

Replication Package
https://solar.cs.ucl.ac.uk/os/rcgvspcg.html
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